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1 Introduction

1.1 Disordered magnetic alloys

Alloys are metallic materials formed as a mixture of two or more chemical

elements, at least one of which is a metal. They have attracted our attention since the

ancient times of human civilization due to their improved material properties as well

as ability of tuning their properties to the desired target by changing alloy composition,

preparation technique or by applying an external stimulus. The discovery of alloys such

as brass, bronze, and steel greatly impacted the growth of human civilization. Alloys

represent a large family of materials which are apart from their countless applications

in our day to day life, are also important to study for understanding the diverse range

of novel physical phenomena that occur in these systems. The magnetic alloys form a

class of this family which in general contain a magnetic element such as Fe, Co, Ni.

All the material properties invariably depend upon the arrangement of its con-

stituent atoms, which in an alloy is determined by the inter-atomic forces along with

the atomic diffusions controlled by the thermodynamic conditions. Based on the atomic

arrangements, alloys can be categorized into ordered, substitutional, interstitial and

amorphous alloys.

An ordered alloy is formed when the constituent atomic species make a peri-

odic arrangement [1, 2] in the crystal such as shown in Figs. 1.1(a)–(b) for a binary

AB alloy. The probability Pr(Ri) that a lattice site Ri will be occupied by a particular
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1.1: Disordered magnetic alloys

type of chemical species is either one or zero and the knowledge of atomic occupations

in the unit cell can be used to map the atomic occupations of all other sites in the

whole system with absolute certainty. For example, let’s consider a binary AB alloy of

equiatomic composition as shown in Fig. 1.1(a). The lattice sites can be described by

Ri = N1a1+N2b2+N3a3 where N1, N2, N3 are all integers or half -integers and a1,a2,a3 are

the lattice parameters. In a perfectly ordered alloy, A and B atoms will respectively oc-

cupy all the lattice sites corresponding to the integer and half -integer values of N1, N2, N3

(i.e., PrA(Ri) = 1 for integer values of N1, N2, N3 and PrA(Ri) = 0 for half -integer values

of N1, N2, N3; PrB(Ri) = 1 for half -integer values of N1, N2, N3 and PrB(Ri) = 0 for integer

values of N1, N2, N3) or the vice-verse. B2 FeAl, an example of such ordered alloy, is

shown in Fig. 1.1(b).

Figure 1.1: Examples of ordered alloys: (a) ordered arrangement of the constituent atoms
in an AB alloy and (b) cubic B2 FeAl alloy.

In substitutional type disordered alloys the constituent atomic species ran-

domly occupy the lattice sites [3–5]. Whether a lattice site Ri is occupied by a certain

type of chemical species cannot be told with certainty. The lattice sites are occupied

by the constituent atomic species with probability Pr(Ri) equal to their concentration in

bulk. The translational symmetry of the system disappears and can only be restored in

terms of statistical occupancy of the atoms on the lattice sites. The previous example
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of ordered AB alloy will turn into a substitutional type disordered alloy if we consider

PrA(Ri) = PrB(Ri) = 0.5 for both the integer and half -integer values of N1, N2, N3. This

is shown in Fig. 1.2(a). Fig. 1.2(b) shows the crystal structure of A2 FeAl which is a

substitutional type disordered alloy. In many cases, the low temperature ordered phase

of an alloy transforms into a substitutional type disordered alloy at higher tempera-

tures which constitute an intriguing topic known as order-disorder transformation [3–

5]. Instead of the whole lattice, the substitutional disorder could also occur in selective

sublattices of the system such as in Heusler alloys.

Figure 1.2: Examples of substitutional type disordered alloys: (a) a random arrangement
of the constituent atoms in a substitutionally disordered AB alloy and (b) cubic A2 FeAl
alloy.

The substitutional disorder is prevalent when the constituent atomic species

have approximately the same size. However, when the size of the constituent atomic

species differs largely (≥ 15%) from each other, the smaller atoms randomly occupy the

interstitial positions of the lattice. Such alloys are known as interstitial alloys [6] and

an example is shown in Fig. 1.3. Steel is one of the best-known examples where smaller

carbon atoms occupy the interstitial positions.

The alloy categories so far discussed are crystalline in nature and have a regular

lattice. However, in amorphous alloys [7], even the underlying lattice disappears. The

constituent atomic species randomly occupy the positions in the crystal (an example

3



1.1: Disordered magnetic alloys

Figure 1.3: An example of the arrangement of the constituent atoms in an interstitial AB
alloy. The smaller B atoms are randomly occupying the interstitial positions of the lattice.

Figure 1.4: An example of the arrangement of the constituent atoms in an amorphous AB
alloy.

for AB alloy is shown in Fig. 1.4) and do not form any type of periodic arrangements.

These alloys are non-crystalline and also known as metallic glass. Although perfect

randomness in site positions and atomic occupations are expected for an amorphous

alloy, in practical situations nearest-neighbour correlations often exist in these alloys.
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1.2 Substitutional disorder: short-range ordering and

clustering

The substitutional disorder is one of the most common forms of disorder in

alloys. Many common alloys such as brass, bronze fall into this category. In these alloys,

the constituent atomic species are arranged in a completely random fashion so that the

occupational probability Pr(Ri) at any lattice site Ri is same for a type of atomic species

and the nearest neighbor environment of any lattice site Ri is identical throughout the

whole system. However, in real alloys, this complete randomness in occupancy is rarely

found. To some extent, local correlation always exists among the constituent atomic

species which gives rise to atomic ordering in short length scale. Two different cases

arise in such situations: when the same type of atomic species tends to occupy the

nearest neighbour sites the situation is called clustering (shown in Fig. 1.5) and when

another type of atomic species tend to populate the nearest neighbor environments, the

situation is called short-range ordering (SRO) (shown in Fig. 1.6).

Figure 1.5: A depiction of the arrangement of the constituent atoms in the situation of
clustering in an AB alloy.

The situation of short-range ordering and clustering can be classified in terms
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1.2: Substitutional disorder: short-range ordering and clustering

Figure 1.6: A depiction of the arrangement of the constituent atoms in the situation of
short-range ordering in an AB alloy.

of chemical pair exchange energy E(p), the energy required to place an atom in the

nearest neighbor environment of another atom. For a binary AB alloy E(p)AA , E(p)BB and E(p)AB

are respectively the pair exchange energies between AA, BB and AB pairs. Short-range

ordering occurs when ∆E(p)(= E(p)AB −
1
2{E

(p)
AA + E(p)BB }) < 0, whereas clustering occurs when

∆E(p) > 0.

1.2.1 Warren-Cowley order parameter

Warren-Cowley order parameter, α, describes the atomic ordering in the short

length scale and differentiates between short-range ordering and clustering phenomena.

The order parameter α is given by [8, 9]:

α= 1−
PrAB

cB
= 1−

PrBA

cA
(1.1)

where PrAB(PrBA) is the probability of finding a B(A) atom in the nearest neighbor of an

A(B) atom and cA, cB are respectively the concentrations of A and B atoms in the system

(PrAB+PrBA = 1 and cA+ cB = 1). Now the following cases can be obtained from Eq. 1.1:
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(i) α = 0 sets PrAB = cB or PrBA = cA, then the system is perfectly disordered. This

corresponds to the case∆E(p) = 0 in terms of the pair exchange energy description.

(ii) α < 0 means PrAB > cB or PrBA > cA, then short-range ordering sets in and the

situation corresponds to ∆E(p) < 0.

(iii) α > 0 means PrAB < cB or PrBA < cA, then clustering of like atoms occur and the

situation is equivalent to ∆E(p) > 0.

The above nearest neighbor description of Warren-Cowley short-range order parameter

can extended for any i-th shell neighbor:

αi = 1−
Pri

AB

cB
= 1−

Pri
BA

cA
(1.2)

where Pri
AB(P

i
BA) is the probability of finding a B(A) in the i-th coordination shell around

an A(B) atom.

1.3 Some novel phenomena in magnetic alloys

1.3.1 Order-Disorder transformations

The phenomenon of order-disorder transition, also known as solid-solid transi-

tion, is a century old subject and still continues to be an important research area because

it provides insight into alloy formations and their stabilities which are important aspects

of metallurgy. In the early developments of metallurgy, it was thought that the con-

stituent atomic species in an alloy always randomly occupy the lattice sites and forms

substitutional or interstitial alloys. However, with the advances in X-ray crystallogra-

phy, researchers found that the constituent atomic species can occupy the lattice sites

in an orderly fashion too and thereby form an ordered alloy. With the increase in tem-

perature, some of these ordered alloys were found to transform into a substitutionally
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1.3: Some novel phenomena in magnetic alloys

disordered phase at a characteristic temperature TC similar to ferro- to para-magnetic

transitions. This type of transformation between two solid phases constitutes the subject

of order-disorder or solid-solid transition [5].

The order-disorder transformation in alloys is mainly controlled by two com-

peting parameters: ∆E(p) and Econ f i g , the configurational energy of the system [3, 4].

Econ f i g is determined by the number ways in which the constituent atomic species can be

arranged and is a measure of disorder in the system. Configurational entropy is given

by Scon f i g = kB lnΩ, where Ω is the number accessible state of the system at a given

energy. At absolute zero temperature, the system tries to form an ordered arrangement

dictated by ∆E(p) so that the internal energy of the system is minimum. With increasing

temperature atom exchange between different lattice sites increases and in that pro-

cess, some atoms get located on a wrong sublattice. This occurs due to the fact that Ω

increases with temperature and consequently Econ f i g also increases. When the contribu-

tion of Econ f i g dominates over the internal energy of the system, the system transforms

from the ordered state into a disordered phase.

The arrangement of the atomic species in the ordered state can be expressed

through a long-range order parameter ξ given by:

ξ=
PrA−cA

1− cA
=

PrB−cB

1− cB
(1.3)

where PrA and PrB are respectively the probabilities of A and B atoms occupying their

right lattice (sublattice) sites.

ξ can decrease continuously with increasing temperature and becomes zero

at the transition temperature (as shown in Fig, 1.7(a)). This is a second order phase

transformation where disordering takes place gradually over a range of temperature

such as β ′ → β transformation in brass [3]. However, it is also possible that ξ drops

abruptly to zero at the transition temperature (as shown in Fig. 1.7(b)) such as in
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Figure 1.7: The variation of α and ξ (schematic) for different types of order-disorder
transition: (a) second-order transition and (b) first-order transition. TC is the order-disorder
transition temperature.

Cu3Au which is a first order phase transition [3, 5, 8].

Although α and ξ provide an equivalent description of atomic arrangement,

they are intrinsically different. ξ ensures that a translational symmetry exists through-

out the whole system whereas α governs only the local atomic arrangement. Their

values are identical only in two specific cases: (1) if α = 0 then we must have ξ = 0,

and (2) when ξ = 1 we must have α = 1. As can be seen from Figs. 1.7(a)–(b), even

when there is no long-range order is present, the short-range order can still persist in

the system.

1.3.2 Electron localization

Resistivity (ρ) of metals and alloys is controlled by elastic scattering of elec-

trons from disorder and defects present in the lattice, and inelastic scattering processes,

such as electron-phonon scattering, spin-orbit scattering or scattering from single im-

purity spin or collective excitations of the spin system. The rate of inelastic scattering

decreases as temperature decreases and can be neglected at very low temperature in the

leading order of approximation. Then resistivity at very low temperature is dominated

by elastic scattering of electrons from defects and disorder present in the system which

also determines the lower limit of resistivity. According to classical theory, electronic
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1.3: Some novel phenomena in magnetic alloys

conductivity (σ) is directly proportional to the electrons mean free path `, the aver-

age distance electrons travel between two successive scattering events, and is given by

Drude’s formula:

σ =
ne2τ

m
(1.4)

where e and m are respectively the charge and mass of electron, n is the density of

free electrons and τ (= `v, where v is the electrons average velocity) is the mean free

time. With increasing disorder, ` decreases which consequently causes the electronic

conductivity σ to decrease and the motion of electrons become more of diffusive in

nature rather than ballistic. When ` ∼ a, where a is the inter-atomic spacing, the elec-

tronic conductivity reaches the minimum value (σmin) which is known as Mott-Ioffe-

Regel limit [10–13]. However, P. W. Anderson showed that beyond a critical amount

of disorder scattering electronic conductivity vanishes to zero rather than go to a finite

minimum and the material turns into an insulator [14]. He showed that disorder in-

duced fluctuations can trap electrons so that electron diffusions stop completely. This

phenomenon is known as Anderson localization [15]. The presence of disorder in the

system causes fluctuation in the site energies. As a consequence, the spatially nearby

orbitals, the wave functions of which can overlap significantly, are well separated in en-

ergy so that admixture between different orbitals are very small and the orbitals, which

are close in energy, can be found only at a large spatial distance so that their overlap is

exponentially small. This causes the electrons to localize in their respective sites.

In a metallic state, electronic wave functions are extended throughout the sys-

tem, whereas they are exponentially localized in the Anderson insulator. At a given

energy, electronic states are either all localized or all remain in the extended state in

a disordered medium. N. F. Mott introduced the concept of mobility edge [16–18], an

energy level that separates the localized and extended states. Metallic behavior prevails

when the Fermi level lies in the extended region, whereas the material turns into an

insulator when the Fermi energy lies in the localized region. The scaling theory of local-
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ization [19] shows that the conductivity near the mobility edge depends on the system

size and provides a dimensionless scale parameter g that governs this size dependence

following the equation:

β[g(L)] =
d ln(g)
d ln(L)

(1.5)

where L and d are respectively the size and dimensionality of the system. Scaling theory

predicts that all electronic states are localized in 1D and 2D systems for any arbitrary

amount of disorder and therefore, no true metal-insulator transition exists there. How-

ever, in 3D metal to insulator transition occurs when the amount of disorder exceeds a

critical amount.

The effect of this electron localization is felt even deep inside the metallic re-

gion (i.e., when disorder is weak so that kF` >> 1 where kF is the Fermi wave vector)

which is known as weak localization (WL) or quantum interference (QI) effect and is

regarded as a precursor phenomenon to Anderson localization [20–24]. The weak lo-

calization phenomenon can be understood in terms of the wave nature of electrons and

coherent backscattering. In a disordered medium, electron undergoes multiple scatter-

ings from a scattering center i.e., electron returns to its primary scattering center after

a series of intermediate elastic scatterings from the nearby scattering points. Construc-

tive quantum interference between these coherent, counter-propagating electron waves

traversing a closed loop enhances the probability of backscattering. For the interference

effect to take place, the condition τφ >> τ, where τφ is the average time over which

the phase coherence of electron waves is retained and electron diffuses over a length

Lφ =
p

Dτφ with a diffusion constant D, must be satisfied.

The weak localization effect decreases the conductivity of a material. The con-

tribution of weak localization effect to conductivity is temperature dependent given by

the following expression [24]:

∆σW L =
e2

ħhπ3a
T p/2 (1.6)
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where the value of the index p depends on the nature of inelastic scattering process

dominating the given temperature range.

We so far treated the electrons as non-interacting particles and neglected the

electron-electron interaction effects. In normal metals and alloys, Coulomb field of

electron-electron interaction is screened by the fast moving conduction electrons. How-

ever, as disorder increases and electron localization sets in, the slow diffusive motion of

electrons fails in completely screening the Coulomb field [25]. This weakened screen-

ing results in the enhancement of effective electron-electron interaction strength. The

enhanced electron-electron interaction (EEI) causes a further correction in conductivity,

given by [24]:

∆σEEI(T ) =
e2

4π2ħh

�

1.294
p

2

��

4
3
−

3
2

F̃σ

�

√

√kB T
ħhD

(1.7)

where F̃σ is the screening factor for the Coulomb interaction and kB is the Boltzmann

constant.

TTm

ρ

Figure 1.8: (schematic) Resistivity minimum due to variety of reasons, such as weak local-
ization (ρW L), enhanced electron-electron interactions (ρEEI), Kondo effect (ρK) etc. Tm
is the temperature at which resistivity minimum occurs and the index p in ρW L is explained
in the text in Sec. 1.3.2.

Any inelastic scattering of electrons results in the destruction of the phase co-
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1.3: Some novel phenomena in magnetic alloys

herence of electron waves. With increasing temperature, the rate of inelastic scattering

increases. Therefore, the weak localization and enhanced electron-electron effects die

out and the classical Boltzmann transport behavior is restored. The competition of

weak localization and enhanced electron-electron interactions with the inelastic scat-

tering processes produces a minimum in the temperature dependence of resistivity as

the former effects cause the resistivity to increase while the latter cause the resistivity

to decrease with the lowering of temperature. A schematic of such resistivity minimum

is shown in Fig. 1.8.

1.3.3 Spin glass

The high temperature phase of a magnetic system is paramagnetic where ther-

mal fluctuations of the spin system ensure their random orientations of the spins. With

the lowering of temperature thermal fluctuations of the spin system dies out and be-

low a characteristic transition temperature all spins in the system spontaneously align

themselves establishing a long-range magnetic order. Depending on the alignment of

the adjacent spins, these are known as ferro-, ferri- or antiferro-magnetic ordering.

However, when magnetic properties of some noble metals (e.g., Au, Cu) containing a

small amount of magnetic atoms (e.g., Fe, Mn) were closely studied, another exciting

magnetic phase, called spin glass was discovered [26–31]. Instead of establishing a

long-range magnetic order, spins were found to be frozen into random orientations be-

low a characteristic temperature known as spin freezing temperature Tf or spin glass

transition temperature Tsg . The time average of a spin 〈Si〉t 6= 0 when observed for a

long time, however 1
N

∑

i〈Si〉t ex p(ik · Ri) = 0 for N →∞ where k is the wave vector

[28]. Below Tsg , the frozen-in magnetic state was found to be highly irreversible and

metastable. For any magnetic perturbation to the system below Tsg , spins were found to

be relaxing very slowly for a long time, some longer than any macroscopic time scale.

Such a slow relaxation of the randomly oriented frozen-in spin system is analogous to
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1.3: Some novel phenomena in magnetic alloys

the structural glasses where the constituent atoms are randomly positioned and frozen

into a metastable state when rapidly cooled through a glass transition.

T

χ
'

T

M

ZFC

FC

Tsg

Figure 1.9: Schematics of (a) the temperature dependence of ac susceptibility and its fre-
quency dependence, and (b) the temperature variations of ZFC and FC magnetizations. χ ′

is the real part of ac susceptibility and fi ’s are the frequency of the ac field.

The signature of spin freezing can be observed in a variety of measurements.

Low field ac magnetic susceptibility is one of the most reliable and powerful methods

of probing a spin glass phase. At the spin freezing temperature Tsg , low field ac sus-

ceptibility shows a cusp (a schematic variation is shown in Fig. 1.9(a)) and the cusp is

very sensitive to the frequency and strength of the applied field. This cusp in low field

ac susceptibility shifts to lower temperatures as the frequency of the ac field decreases

(inset of Fig. 1.9(a) shows a schematic variation) and this frequency dependence oc-

curs even at very low frequencies (∼ Hz). The long-range ordered magnetic states,

ferromagnet, and antiferromagnet, also show frequency dependence of their respective

transition temperature TC and TN but only at very high frequencies (∼ MHz or ∼ GHz).

Application of a small external field H (kB Tf ≥ µe f f H) causes smearing of the cusp.

This peculiar field and frequency dependence of the cusp in low field ac susceptibil-

ity is a universal feature of the spin glass systems. The temperature dependence of dc

magnetization also displays the signature of spin freezing. The zero field cooled (ZFC)

(magnetization is measured in the warming cycle after cooling the system below Tsg

without applying any external magnetic field) and field cooled (FC) (magnetization is
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1.3: Some novel phenomena in magnetic alloys

measured in the warming cycle after cooling the system below Tsg in presence of an

applied magnetic field) magnetizations bifurcate below Tsg in spin glasses (a schematic

variation is shown in Fig. 1.9(b)). The remanence magnetization between ZFC and

FC states also differ in their nature of saturation. Another distinctive property of spin

glass state is that when external magnetic perturbation changes, spins relax very slowly

towards equilibrium and depends on the time (called aging time tw) of how long it was

in a particular (T,H) state before the perturbation changed. This slow relaxation along

with the ageing and history dependences of field cycling is another universal feature of

the spin glass systems. Apart from the ac susceptibility and dc magnetization measure-

ments, a distinct signature of spin glass state can also be observed in µSR, Hall Effect,

and Neutron diffraction.

The spin glass phase was initially found in the dilute noble-metal magnetic al-

loys which are now known as canonical spin glasses. Later, the occurrence of spin glass

phase was found in other type of materials such as insulating magnetic systems (one

of the prototype spin glass EuxSr1−xS is a magnetic insulator), concentrated magnetic

alloys, frustrated magnetic systems etc. A multitude of theoretical and experimental

investigations found that the essential ingredients needed to form spin glass phase are

the simultaneous presence of magnetic frustration and disorder [26, 29]. Magnetic

frustration arises when all the magnetic interactions in the system cannot be satisfied

simultaneously. Magnetic frustration could arise from the presence of antiferromag-

netic interaction in the system for purely geometrical reasons or when a mixture of

ferro- and antiferro-magnetic couplings are present in such a way that all of them can-

not be satisfied simultaneously. Such frustration results in a multi-degenerate ground

state of the system. However, frustration alone cannot create a spin glass phase [26].

The disorder must be present along with the magnetic frustration. The disorder could

arise from the random positioning of impurity spins or the randomness in magnetic

exchange couplings. In dilute magnetic alloys, magnetic impurities are randomly dis-
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1.3: Some novel phenomena in magnetic alloys

tributed in the system and have localized spins which interact among them via RKKY

(Ruderman–Kittel–Kasuya–Yosida [32–34]) interaction JRKKY (r) ∼
Cos(2kF r+φ)
(kF r)3 where kF

is the Fermi wave vector and φ is a constant. JRKKY could be positive as well as neg-

ative depending on the positioning of the impurity atoms. The random distribution of

impurity spins and the oscillatory nature of JRKKY create frustration in the system which

leads to the spin glass phase at low temperature.

The behaviors of the low field ac susceptibility and its fairly universal nature

in a diverse range of spin glass materials, from metal to insulator and crystalline to

amorphous, were not explainable within the existing theories and created a surge in

the theoretical research. In the model proposed by Edward and Anderson [35] (known

as EA model), the Hamiltonian is given by:

H =
∑

i j

Ji jSi · S j −
∑

i

Hi · Si (1.8)

where Si and S j are respectively the spins situated at the sites i and j separated by a

distance ri j and are coupled by the magnetic exchange interaction Ji j(ri j). The disorder

has been introduced in the exchange coupling Ji j by a Gaussian distribution of Ji j as:

Pr(Ji j) =
1

p
2π∆2

ex p

�

−
J2

i j

2∆2

�

(1.9)

The order parameter of the system has been assigned to:

qEA = 〈〈Si〉2T 〉C (1.10)

where 〈· · · 〉T and 〈· · · 〉C represent thermal and configurational averages respectively. Al-

though EA model was successful in reproducing the cusp in ac susceptibility, it has sev-

eral drawbacks which prompted the development of other models such as Sherrington-

Kirkpatrick (SK) model, Replica symmetry breaking etc. [28]. The realization that spin
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glasses closely resemble the problems in other areas of science (e.g., complex systems,

neural networks, non-equilibrium systems) attracted researchers from a diverse range

of field such as mathematics, biology, statistics for example. The spin glass problem also

created a surge in numerical methods and computer simulations.

1.3.4 Kondo effect

Kondo effect [36–39], the occurrence of resistivity minimum in metal and al-

loys in presence of a small amount of magnetic impurity, was one of the perplexing

problems of the last century and continues to remain an active area of research. In

normal metal and alloys, the rate of inelastic scattering of electrons decreases as the

temperature decreases, and therefore resistivity decreases with the lowering of temper-

ature. However, in multiple cases, it was observed that at low temperature resistivity

of some metals and alloys suddenly start to increase with the lowering of temperature

below a characteristic temperature and the magnitude of the increment increases as the

concentration of magnetic impurities present in the system increases. Later, Sarachik

et al. [40] showed that this resistivity increment occurs only when the impurities are

magnetic in nature. Other important aspects observed in those studies were that the

resistivity increment varies logarithmically with temperature and tends to saturate at

further lower temperatures along with the disappearance of the magnetic moments of

the impurity atoms. Using perturbation theory in the second Born-approximation, Jun

Kondo showed that the scattering of conduction electrons from localized spin impuri-

ties is the origin of logarithmic increase of resistivity and occurs only when the impurity

spins are antiferromagnetically exchange coupled with the conduction electron cloud

[39]. The temperature range where Kondo-scattering becomes effective is given by

Kondo temperature TK :

TK ∼ De−
1

2|J |N(0) (1.11)
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where D is the width of the conduction band, N(0) is the density of state of electrons in

the conduction band, and J is the exchange interaction between the impurity spin and

conduction electron cloud. Resistivity due to Kondo-scattering is given by:

ρK(T )∼ Jcρ0 ln

�

kB T
D

�

(1.12)

where c is the concentration of magnetic impurities. The original derivation of ρK(T ) by

Kondo had logarithmic divergence which predicted that resistivity becomes infinite as

T → 0. Later, this divergence was removed from the temperature dependence of Kondo

resistivity. These investigations showed that the coupling between the spin impurities

and conduction electrons cloud gets stronger as the temperature decreases so that the

perturbative approach breaks down and Kondo’s result is correct only at temperatures

above TK . With the lowering of temperature below TK , the impurity spins are gradually

screened out by spins of the conduction electrons and this screening effect leads to

the observed deviation of magnetic susceptibility from Curie-Weiss behavior and the

tendency of resistivity towards a saturation. Analytical expression of Kondo resistivity

considering such screening of impurity magnetic moments is given by [37, 41]:

ρK(T ) =
2πc

ne2kF

�

1−
ln(T/TK)

{ln2(T/TK) + S(S + 1)π2}1/2

�

(1.13)

where S is the spin of the local atomic magnetic moment and n is the electron density.

1.4 Overview of the thesis

Magnetic alloys continue to be a fascinating area of research for their numer-

ous functional properties as well as for understanding the vast number of novel physical

phenomena that occur in these alloys. Improved device fabrication techniques enable

us to employ materials in applications that wouldn’t have been possible earlier which
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consequently demands a better understanding of these systems. The progress in exper-

imental and theoretical methods combined with the advances in computer simulations

enable us to explore previously inaccessible regions as well as to compare the experi-

mental and theoretical results. With the advances in experimental techniques, for ex-

ample in electron microscopy, in laboratory X-ray diffraction measurements, availability

of high-energy X-ray’s in synchrotrons help us to explore crystal structure and local in-

homogeneities with greater accuracy. In addition, with increasing computational power

combined with the advances in density functional theory (DFT), algorithms of Monte-

Carlo simulations and molecular dynamics enable us in exploring material properties,

phase transition and phase diagram with finer details.

The primary aspect of this thesis is to explore disorder effects in magnetic al-

loys and the effects of short-range ordering on the magnetic and transport properties

of some disordered alloys. The various novel phenomena described in Sec. 1.3 are

explored in various situations. Cubic phase of FeAl, which forms at the low and inter-

mediate ranges of Al concentration [42–45], has been investigated extensively in this

thesis. The electronic and magnetic behaviors of the solid solutions between the tran-

sition metals (e.g., Fe, Mn) and noble metals (e.g., Au, Cu) and also with metals like

Al is a topic of interest for many years and many novel phenomena such as Kondo ef-

fect, spin glass have emerged from these studies. Cubic Fe-Al alloy system is one such

prototype system which offers a test bed to study the dilution behavior of Fe magnetic

moment with increasing TM-d and Al-sp hybridization by increasing the Al concentra-

tion in the system. Substitutionally disordered body centred cubic (BCC) solid solution

of Fe and Al persists up to nearly 23 at% of Al concentration [42–45] and consequently

Fe moment decreases linearly with increasing Al concentration in this concentration

region [46–50]. With a further increase of Al concentration, the BCC solid solution

changes to ordered arrangements of Fe and Al atoms. The BCC solid solution could be

extended up to nearly 55 at% of Al concentration by different disordering methods such
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as cold working and ball milling, however, Fe moment now falls faster than a simple di-

lution law [46–50]. In addition, a complete destruction of atomic ordering is difficult

which gives rise to short-range orderings of Fe and Al atoms that strongly influences

the magnetic properties and further complicates the dilution behavior. In this regard

of order-disorder transformation of the cubic Fe-Al system, the change in magnetic be-

havior due to disordering has immense potential in practical applications. Near 40 at%

of Al concentration, ordered FeAl is paramagnetic at room temperature whereas the

disordered one is ferromagnetic and by controlled disordering procedures, such as with

high-energy ion-irradiation, patterned magnetic media of nanometer size could be cre-

ated [51, 52]. We have investigated the structural, magnetic and transport properties

of this alloy system with special emphasis on the effects of short-range ordering.

The low and intermediate Al concentration ranges, where the cubic phases are

formed, are the most studied compositions in Fe-Al alloy system. In the Al-rich region

of the phase diagram, Fe2Al5, FeAl2 and Fe4Al13 are the stable intermetallic compounds

[44, 45, 53, 54]. Out of these alloys, Fe2Al5 and Fe4Al13 are quasicrystalline approxi-

mants. FeAl2 crystallizes into a very low symmetric crystal structure (space group 2) and

its unit cell comprises 19 atoms [54]. Despite containing such a large number of atoms,

the atomic density in the unit cell is very low. The substitutional disorder appears in this

intermetallic compound due to the random occupancy of Fe and Al atoms at some lat-

tice sites. The presence of substitutional disorder, combined with the antiferromagnetic

interactions among the Fe atoms, results in a low temperature spin glass phase [55–

58]. Above the spin glass transition, another magnetic transition appears where various

experimental reports contradict each other [55–58]. The temperature variation of resis-

tivity depicts a minimum below which resistivity increases linearly with
p

T [55]. Such

a variation of resistivity with temperature generally arises from the quantum correc-

tions in resistivity of disordered alloys due to weak localization and enhanced electron-

electron interactions effects. However, in earlier studies these aspects were not explored
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in details. In contradiction to experimental reports, DFT based electronic structure cal-

culations indicated that FeAl2 should stabilize into a MoSi2 type tetragonal structure

instead of the experimentally observed triclinic aP19 phase [53, 59, 60]. However, this

tetragonal FeAl2 has never been found in experiments. DFT based phonon calculation

[53] indicate that the low atomic density of the experimentally observed triclinic aP19

phase is the reason behind its stability over the hypothetical tetragonal structure. Low

atomic density results in higher vibrational entropy which stabilizes the triclinic struc-

ture at higher temperatures and subsequent lowering of temperature slows down the

atomic diffusions which prevent the formation of the tetragonal structure. We investi-

gated this intermetallic compound for its structural, magnetic and transport properties.

We have also investigated the substitution of Al atoms by isoelectronic Ga atoms to ex-

plore whether that results in the stabilization of the hypothetical tetragonal phase. We

also made a detailed investigation of the effects of Ga substitution on the magnetic and

transport properties of FeAl2.

Experimental reports [61, 62] indicate that below 10 at% of Cr concentration,

the low-temperature magnetic phase of disordered Au1−xCrx alloy is a spin glass and

above 15 at% of Cr concentration a long-range antiferromagnetic ordering sets in. In

between these two ranges of Cr concentration, the magnetic phase is a possible mixture

of spin glass and antiferromagnet. We have explored the magnetic phase diagram of

this system by mean field analysis of the magnetic exchange interaction parameters cal-

culated from first-principles theories to compare with experimental reports. Disordered

Au1−xCrx alloys have face centred cubic (FCC) crystal structure and in such close-packed

structures of disordered alloys with antiferromagnetic interactions, the spin configu-

ration of the system often becomes a noncollinear type [63–68]. Therefore, we also

checked the possibility of noncollinear spin configurations in this system.

The thesis is organized as follows:

I. The major instruments used for the compositional and structural characterization
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of the samples are briefly described in Chapter 2. Measurement methods of var-

ious physical properties and the corresponding techniques are also discussed in

this chapter. As a significant portion of this thesis deals with first-principles den-

sity functional theory (DFT) based calculations, theoretical aspects of the DFT

codes used in this thesis are also briefly discussed in this chapter.

II. Chapter 3 deals with the magnetic properties of equiatomic FeAl alloy. How the

presence of short-range ordering affects the magnetic state of the disordered Fe:Al

alloy is explored in this chapter. The experimental results are supplemented with

the magnetic properties obtained from Monte-Carlo (MC) simulations using the

magnetic exchange interaction parameters calculated from first-principles theo-

ries.

III. Chapter 4 presents the magnetic and transport properties of disordered Fe1−xAlx

(0.25 ≤ x ≤ 0.55) alloys. The evolution of short-range ordering with composi-

tion and its effects on the lattice parameter, electrical transport, and magnetic

properties are discussed. The magnetic exchange interaction parameters of these

alloys obtained from first-principles calculations are also presented in this chapter.

Magnetic transition temperature obtained using the calculated magnetic exchange

interaction parameters in a Monte-Carlo simulation are compared with the exper-

imental results.

IV. Chapter 5 describes the structural, magnetic, electrical transport and magneto-

transport properties of FeAl2−xGax (0 ≤ x ≤ 0.5) alloys. Effects of Ga addition

on the magnetic and transport properties of FeAl2 are also presented in this chap-

ter. A novel phenomenon, antiferromagnetic transition concomitant with disorder-

induced weak localization, found in these alloys is described in this chapter.

V. Chapter 6 deals with the magnetic properties of disordered Au1−xCrx (0≤ x ≤ 0.3)

alloys. The possibility of a noncollinear spin ordering in disordered AuCr alloy is
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investigated in this chapter using density functional based theories. Magnetic

phase diagram of the system is constructed by mean field analysis of the magnetic

exchange interaction parameters obtained from first-principles theories.

VI. Chapter 7 is the conclusion of this thesis and the future scopes are discussed in it.
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2 Experimental and Theoretical
Methods

2.1 Experimental methods

2.1.1 Sample preparation

2.1.1.1 Arc melting

Figure 2.1: (a) The tri-arc furnace used for sample preparation, and (b) the vacuum pump
used in pumping the sample chamber of the tri-arc furnace.

Bulk polycrystalline samples of the alloys studied in this thesis were prepared
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by melting appropriate amounts of high purity (≥ 99.9%) constituent elements in a

Centorr/Vacuum IndustriesTM made (model no. 5TA) tri-arc furnace (shown in Fig.

2.1(a)). The furnace is capable of reaching up to 3500 °C and the maximum current

that can pass through the system is 400 A. This furnace has two main sections: (i)

the lower section contains a copper hearth, and (ii) the upper section comprises three

copper rods which carry three tungsten electrodes. These two sections are separated

by a cylindrical pyrex glass section which acts as a window to view the melting process

as well as acts as an insulating stage between the upper and lower sections. Both

the upper and lower sections are cooled by running chilled water. The copper hearth

carries the elements to be melted. The copper rods in the upper section of the furnace

are placed through swivel balls which allow vertical as well as angular movements of

the rods. The air inside the chamber was first evacuated by a rotary pump (made by

Vacuum Techniques (P) Ltd.TM and shown in Fig. 2.1(b); the model can also be used

as a diffusion pump, however here we used only the rotary pump option) which was

followed by flushing of argon gas through the chamber. This process was repeated for 3

– 4 times. During melting, argon gas was flowed in continuously through the chamber

to ensure an oxygen free environment of the chamber. High current was generated by

a 3-phase transformer. Arcing was initiated by momentarily touching the tungsten tips

to the copper hearth. Ingots were remelted several times by turning it over and the

chamber was cooled down to room temperature before each melting.

2.1.1.2 Annealing

Figure 2.2: A typical quartz ampule containing arc-melted sample ingot used for annealing.
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Figure 2.3: High temperature furnaces used for annealing of the samples: (a) box type fur-
nace capable to reach temperature up to 1800 °C, (b) tubular muffler type furnace capable
to reach up to temperature 1200 °C.

After the arc-melted ingots cooled down to room temperature, they were vacuum-

sealed in quartz ampules. Before sealing, the quartz tubes were evacuated using the

rotary pump and purged with argon gas for 3 – 4 times. A typical vacuum-sealed quartz

ampule containing a sample ingot is shown in Fig. 2.2. The quartz ampules contain-

ing the ingots were then placed inside high temperature furnaces for annealing. A box

type and a tubular muffler furnace (shown in Figs. 2.3(a)–(b)), both made by Naskar

& Co.TM, were used for annealing purposes. The box type furnace has MoSi2 heating

elements and the system could reach temperature up to 1800 °C. The tubular muffler

furnace uses SiC heating elements and the maximum temperature range of the furnace

is 1200 °C. Both the furnaces have programmable temperature controllers for control-

ling the annealing time as well as heating and cooling rates. After annealing, either

the quartz ampule containing sample ingots were furnace cooled or quenched into liq-

uid nitrogen. The details of this along with the details of annealing temperature and
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Figure 2.4: Buehler IsoMet® low speed sample cutter.

duration of the samples are given in their respective chapters. The sample ingots were

then taken out of the quartz ampules and cut into various shapes and sizes according

to the need of the experiments using a Buehler IsoMet® (shown in Fig. 2.4) low-speed

diamond saw. A few parts of the samples were also grounded into fine powder using

diamond file and mortar pestle.

2.1.2 Compositional characterization

2.1.2.1 EPMA and EDX

The compositions of the prepared ingots were checked using a wavelength

dispersive (WDS) electron probe X-ray micro-analysis (EPMA) system and a scanning

electron microscope (SEM) machine with energy dispersive X-ray analysis (EDX) at-

tachment. Both these two methods are non-destructive analytical techniques and are
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widely used to probe the chemical composition as well as the degree of chemical homo-

geneity of the metallic samples. The basic principle behind these methods is that when

high-energy electrons interact with materials, characteristic X-ray is generated which

is unique for each element in the periodic table [69]. For this, a high-energy (≈ 20 –

30 keV) electron beam is focused on the sample surface. The penetration depth of this

incident beam in metals and alloys is of the order of few microns. The incident energy

excites electrons from the inner shells of the atoms and ejects them from the material

which are known as secondary electrons. To fill the vacancies created by the secondary

electrons, electrons from outer orbitals then jump to the inner shells and the difference

in energy between the inner and outer shells is released in the form of X-ray. The emit-

ted X-ray is then detected by an energy dispersive (SEM/EDX) or wavelength dispersive

(WDS/EPMA) spectrometer. As each element has a unique electronic structure, the

generated X-ray spectrum can be used to fingerprint the chemical elements present in

a material. Apart from the secondary electrons and characteristic X-ray, backscattered

electrons are also generated in the process [69]. The secondary electrons and backscat-

tered electrons generated in the process can be used for imaging purpose of the sample

surface. The imaging in SEM using secondary electrons is a widely used technique in

materials science which are most useful in showing the morphology and topology of the

samples. This attractive feature of SEM images come due to the large depth of field in

SEM which allows for a large sample surface to be at focus at a time. The combination

of higher magnification and greater depth of field makes SEM one of the most heavily

used instrument in scientific research. Imaging of sample surface using the backscat-

tered electrons is useful for illustrating contrasts in compositions in multiphase samples

and phase identification. EPMA and SEM/EDX analysis were respectively carried out us-

ing CamecaTM SX100 and FEI QuantaTM FEG 250 instruments. The composition analysis

was performed at several different spots in the sample to check for the compositional

homogeneity.
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2.1.3 Structural characterization

2.1.3.1 X-ray diffraction

X-ray diffraction (XRD) is the most used technique for structural characteriza-

tion and phase identification of materials. All the crystalline materials have a periodic

arrangement of lattice points which can be described by the Bravais lattice system. The

constituent atoms of a material sit on these lattice points and form regular atomic ar-

rangements that can be described by lattice planes and are generally indicated by Miller

indices (h k l). When an X-ray beam falls on the material, it gets scattered at the lattice

sites by the electrons of the constituent atoms. The scatterings can be both elastic and

inelastic in nature. Here in x-ray diffraction, we are concerned only with the elastic scat-

tering so that the incident and scattered waves have the same wavelength and a definite

phase relationship between them. The scattering occurs in every direction, however, ex-

cept for a few specific directions, waves scattered from parallel lattice planes cancel out

through destructive interference. Constructive interference occurs only in the directions

given by Bragg’s law [70]:

2dhkl sinθ = nλ (2.1)

Figure 2.5: Schematic of Bragg’s diffraction condition 2dhkl sinθ = nλ from a lattice. The
details is described in the text. Image source Ref. [71].

where d is the spacing between the diffracting lattice planes, θ is the angle between
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the incident wave and lattice plane, λ is the wavelength of the incident X-ray and n is

an integer. A schematic of the process is shown in Fig. 2.5. If the angles at which the

constructive interference occur are known, then from the above relation one can get

the information about lattice planes and consequently the atomic arrangement inside

the material. Also, as the scattering intensity from an atom depends on its number of

electrons, higher the number of electrons higher is the scattering intensity, the intensity

of the XRD peaks or interference can be used to infer information about the nature of

the constituent atoms occupying a particular type of lattice site [72].

We used powder specimens of the samples for XRD study at room tempera-

ture. These powdered specimens were placed in a monochromatic beam of x-ray. Each

powder particle acts as a tiny crystal oriented in random directions so that the Bragg’s

reflection condition is satisfied for all lattice planes. We used a PANalytical X’Pert PRO

powder diffractometer with Mo Kα (wavelength λ = 0.71 Å) source and a RigakuTM

MiniFlexII with Cu Kα (wavelength λ = 1.54 Å) source for XRD study. Ni and Zr filters

were used for the Cu and Mo X-ray sources respectively to remove the Kβ lines. In the

PANalyticalTM X’Pert PRO powder diffractometer the sample stage was fixed while both

the source and the detector rotated. However, in the Rigaku MiniFlexII diffractometer,

the source was fixed while the sample stage and the detector rotated. The XRD pattern

was obtained by scanning the 2θ angles with a scan rate of 1°– 2°/min with step size

0.02°. The collected XRD patterns were then analyzed using MAUD software [73–75].

2.1.4 Transport measurements

2.1.4.1 Resistivity measurement

The materials explored in this thesis are metallic alloys which have very low

resistances (∼ mΩ). We used a four probe low resistance circuit method to measure the

resistivity of these materials [76]. A schematic of the method is shown in Fig. 2.6. The
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Figure 2.6: Schematic of four probe method used for resistivity measurement. RS is the
standard resistance and DMM refers to digital multimeter.

probe current was passed through the outer leads, while inner leads were used to sense

the voltage drop. As negligible current passed through the voltage leads, lead and con-

tact resistances were avoided in this method. To minimize the effects of thermoelectric

effect at the contacts we used ac excitations for which polarity changed according to the

frequency of the ac signal and consequently emf generated due to thermoelectric effect

got canceled. As the current passing through the sample and the standard resistance is

same we can write
Vsample

Rsample
= Vstd

Rstd
where Vstd and Vsample are respectively the voltage drops

across the standard resistance and the sample, Rstd and Rsample are the resistances of the

standard resistance and the sample. Thus by measuring Vsample, Vstd and knowing Rstd

we can get the sample resistance as Rsample = Vsample ×
Rstd
Vstd

.

An ac current (∼ 1 – 2 mA) at a frequency of 111.11 Hz was sourced from a

lock-in amplifier through a standard resistance (∼ 1 kΩ) and the voltage drop across the

sense leads was detected also using the lock-in amplifier. A Stanford Research Systems

830 (SR830) digital signal processing (DSP) lock-in amplifier was used for the source

of ac current and the measurement of the voltage across the sample. The voltage drop

across the standard resistance was measured using a Keithly 2000 digital multimeter

(DMM) again in four probe configuration. A closed cycle cryostat (CCR) from Oxford
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Figure 2.7: The picture of the low temperature resistivity set-up along with the measuring
instruments. The details are described in the text.

InstrumentTM (Optistat AC-V®) with pulsed tube refrigerator (PTR) was used to obtain

the low temperature environment needed for the measurement of resistivity data at low

temperature. In this system resistance could be measured in the temperature range 2.8

K – 325 K. The temperature of the sample environment was detected using Rh-Fe ther-

mometer mounted on the low temperature stage of the cryostat and the temperature

inside the cryostat was controlled by an Oxford InstrumentTM ITC-503 temperature con-

troller. The sample chamber was pumped using a turbo molecular pump from Pfeiffer

Vacuum TechnologyTM AG which provided low pressure environment inside the sample

chamber to ≤ 5 × 10−5 mbar. The photo of the resistivity set-up is shown in Fig. 2.7.

The measurements were performed by slowly heating the sample at a rate 1 K/min.

The entire set-up was connected to a computer via GPIB (GPIB: General Pur-

pose Interface Bus) and controlled by a program developed in LabVIEWTM. The front

panel control and block diagram of the software developed for resistivity measurement

are shown in Fig. 2.8.
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2.1: Experimental methods

2.1.4.2 Magnetoresistance measurement

Figure 2.9: The picture of the 10 T magnet system from Cryogenic Limited used for mag-
netoresistance measurements. Image source Ref. [77].

Magnetoresistances were measured using the standard four probe technique.

However here dc excitation was used and to avoid the thermal emf, average data were

taken by alternating the polarity of the signal. The dc current was sourced from a

Keithley 2450 sourcemeter and the voltage drop across the voltage leads was measured

using a Keithley 182 Sensitive Digital Voltmeter in which voltage as low as few nV can

be measured reliably. These measurements were carried out using a 10 T magnet sys-

tem from Cryogenic LimitedTM. A photo of the set-up is shown in Fig. 2.9. The current

flowing through the sample was in perpendicular to the magnetic field direction. In the

magnetoresistance measurements, the temperature was fixed at a particular tempera-

ture and resistance was measured by varying the magnetic field. The temperature was

controlled by a Lake Shore CryotronicsTM 332 temperature controller and the stability

of the temperature was better than 0.25 K i.e., ∆T ≤ 0.25 K.
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2.1.5 DC magnetization measurements

2.1.5.1 VSM

Figure 2.10: Schematic of vibrating sample magnetometer (VSM). Image source Ref. [78].

Vibrating sample magnetometer (VSM) [79] was used to measure dc magne-

tization of the samples as a function of temperature and magnetic field. The basic

principle which this measurement relies on is the Faraday’s law of induction according

to which changing magnetic flux induces a voltage. Under a magnetic field H, a mo-

ment m is induced in the material. The sample to be studied is placed within suitably

placed pick-up coils under an applied magnetic field which magnetizes the sample. The

sample is given a vertical sinusoidal mechanical oscillation due to which magnetic flux

enclosed by the pick-up coils changes as a function of time. Consequently, according to

Faraday’s law, this changing magnetic flux induces a voltage in the pick-up coils. The

induced voltage in the pick-up coil is given by Vcoil =
dφ
dt =

dφ
dz

dz
dt where φ is the magnetic

flux enclosed by the pick-up coil, z is the vertical position of the sample with respect to

the coil. For sinusoidal oscillation of the sample, Vcoil is proportional to the magnetic

moment of the sample and is given by Vcoil = KmAω sin(ωt) where K is the coupling
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constant, m is the dc magnetic moment of the sample, ω = 2π f where f is the fre-

quency of oscillation of the sample and A is the amplitude of oscillation. A schematic of

a VSM system is shown in Fig. 2.10.

We used two different commercial VSM systems for magnetization measure-

ment of the samples: (i) Lake Shore CryotronicsTM VSM and (ii) Quantum DesignTM

physical property measurement system® (PPMS) based VSM. The VSM system from

Lake Shore Cryotronics has two different cryostats, one for low temperature measure-

ment in the temperature range 80 K – 400 K and another one for measurement in the

high temperatures in the range 300 K – 1273 K. The maximum magnetic field available

in this system is 1.6 T. In the PPMS VSM system magnetization was measured in the

temperature range 2 K – 300 K and in the field up to 5 T.

2.1.5.2 SQUID

The superconducting quantum interference device (SQUID) is a highly sensi-

tive magnetometer which operates on the basis of Josephson effect and flux quantiza-

tion (a magnetic flux quantum Φ = h/2e = 2.0678 × 10−15 Tm2 where h is the Plank

constant and e is the electron charge). The Josephson effect [80] is an example of

macroscopic quantum phenomena: when two superconductors are separated by a thin

insulating layer, tunneling of Cooper pairs of electrons through the junction occur even

in the absence of an applied voltage. In dc Josephson effect, a current proportional

to the phase difference of the wave functions flow through the junction in absence of

an externally applied voltage while in ac Josephson effect the Josephson junction os-

cillates with a characteristic frequency proportional to the voltage applied across the

junction. SQUID based on both dc Josephson effect (dc-SQUID) and ac Josephson ef-

fect (rf-SQUID) have been made. In a dc-SQUID, a superconducting loop is interrupted

by two Josephson junctions placed in parallel. When a magnetic flux is applied perpen-

dicular to the plane of the loop, the loop responds with a current due to the quantization

36



2.1: Experimental methods

of flux. The critical current and the SQUID output voltages are periodic functions of the

externally applied flux. A schematic of SQUID is shown in Fig. 2.11.

Figure 2.11: Schematic of a SQUID where Ib and I0 are respectively the bias current and
critical current, Φ is the flux threading the SQUID and V is the voltage response of that flux.
Image source Ref. [81].

In this thesis Quantum DesignTM magnetic property measurement system®

(MPMS) SQUID was used to measure magnetization of the samples in the temperature

range 2 K – 300 K and in the field range up to 7 T. Here the measurements are per-

formed by moving the sample through superconducting detection coils. As the sample

moves through the superconducting coils, the magnetic moment of the sample causes

the change in magnetic flux enclosed by the pick-up coils. These superconducting pick-

up coils are inductively coupled to a SQUID sensor and so the change in the signal of the

pick-up coils is reflected in the SQUID output voltage. The SQUID magnetometers have

sensitivity higher than that of a conventional VSM system and can be used to detect

very small magnetizations in the samples that are otherwise unreliable when measured

using a conventional VSM system.

2.1.6 AC susceptibility

The magnetic susceptibility χ of a material is given by χ = M/H where M is

the magnetization per unit volume in presence of an applied field H [1]. In dc mag-

netometry described above, the sample is magnetized by a dc magnetic field and the
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measured magnetizations are the equilibrium values as the sample moment remains

constant during the measurement time. In ac susceptibility measurement, the sample

is driven by an ac magnetic field Hac = Ha cos(ωt) where f = ω/2π is the frequency

of the applied field. In this case, as the applied field changes with time, the moment

detected in the measurement is ac moment of the sample which is time dependent and

gives information about the magnetization dynamics of the sample. At low field and

frequency of the applied field, the measured ac magnetization is equivalent to that one

could obtain from the dc magnetic measurements. However, by varying the frequency

or the applied field strength one could obtain the dynamic behavior or probe different

region of the M(H) curve. The slope of the M(H) gives the susceptibility χ (χ = ∂M
∂ H )

and magnetization of the sample is given by:

M(t) =
∑

Hac

�

χ ′n cos(nωt) + iχ ′′n sin(nωt)
�

(2.2)

where n represent the order of the harmonics. The real (χ ′n) and imaginary (χ ′′n ) part of

the susceptibility are then given by:

χ ′n =
1
πH

∫ 2π

0

M(t) sin(nωt)d(ωt) (2.3)

and

χ ′′n =
1
πH

∫ 2π

0

M(t) cos(nωt)d(ωt) (2.4)

In the dc magnetization measurements described above using VSM and SQUID,

the measurements are inductive where the sample is moved relative to pick-up coils

which causes the change in magnetic flux and consequently a voltage is induced in the

pick-up coils which is measured. However, in ac susceptibility measurements the in-

duced magnetization in the sample by the time varying magnetic is time dependent and

thereby the induced magnetization itself causes the change in magnetic flux enclosed
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by the pick-up coils. The ac susceptibilities were measured using a Quantum DesignTM

physical property measurement system® (PPMS) system. The measurements were car-

ried out by applying a small ac field Hac = 100 Oe at different frequencies in the range

100 Hz to 10000 Hz.

2.1.7 Specific heat

Specific heat of a material is defined as the amount of heat required to change

the temperature of unit mass of the material by one degree. In mathematical form it

can be expressed as C = dQ
dT where dQ is the amount of heat transferred to or from the

system and dT is the resulting change in temperature. In the above definition, we also

need to specify the whether the pressure P or the volume V is kept constant during this

temperature change and the respective specific heat quantities are known as the specific

heat at constant pressure CP and specific heat at constant volume CV . In this thesis work,

specific heat at constant pressure CP =
�

dQ
dT

�

P
was measured for several disordered alloys

in a Quantum DesignTM physical property measurement system® (PPMS) system in the

temperature range 2 K – 300 K.

In PPMS relaxation technique was used to measure heat capacity of a material.

In this method, a known amount of heat was applied at constant power for a fixed

time which was followed by cooling down time of the same duration. The temperature

response was then fitted to a relaxation model to obtain the heat capacity value. In

this modeling, thermal relaxation of the sample platform to the temperature bath as

well as the relaxation between the sample platform and the sample was accounted for.

The sample was mounted on the sample platform by Apiezon grease. First, the heat

capacity of this addendum was recorded and then the heat capacity of the sample with

addendum was measured. The addendum heat capacity was then subtracted from the

measured heat capacity of the sample with addenda to obtain the heat capacity of the
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sample.

2.2 Theoretical methods

In this thesis, the calculations of electronic structure and magnetic exchange in-

teraction parameters of disordered alloys have been carried out based on first-principles

density functional theories. We used tight-binding linear muffin-tin orbital (TB-LMTO)

[82] based augmented space recursion (ASR) [83] to study the electronic structure

of the materials. The electronic structure calculations were then further advanced to

the calculations of magnetic exchange interaction parameters. The obtained magnetic

exchange interaction parameters were then used in Monte-Carlo simulations to study

finite-temperature magnetic properties of the materials. The materials studied in this

thesis are disordered in nature. Various methods are available to handle disorder in a

system such as ASR [83], special quasi-random structure (SQS) [84], coherent potential

approximation (CPA) [85–88] etc. The methods of DFT based electronic structure calcu-

lations, the calculations of magnetic exchange interaction parameters and the theories

of disordered alloys are briefly discussed in the sections below.

2.2.1 Density functional theory

Solids are made of its constituent atomic species and each atomic species have

a positively charged nucleus and negatively charged electrons. The starting point of

first-principles calculations of a material comprising Nc ion-cores and Ne valance elec-

trons is the many-body Schrödinger equation with Hamiltonian (in atomic units) [89]:

H =
Nc
∑

I=1

−∇2
I

2MI
+

1
2

Ne
∑

i=1

−∇2
i +

1
2

∑

i, j

1
ri j
+VeI({ri}, {RI}) +VI I({RI}) (2.5)
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where MI is the mass of the I th ion-core, ri and RJ are respectively the positions of elec-

trons and ions, ri j = |ri − r j| is the distance between i th and j th electrons, VI I and VeI are

respectively the Coulomb interactions between the ion-cores themselves and between

the electrons and ions. Now, according to the Born-Oppenheimer approximation, dur-

ing the short mean free time of electrons motion ions can be treated as stationary since

they are much heavier than electrons and can be decoupled from the electronic degrees

of freedom. Then the many-body Schrödinger equation with the Hamiltonian given in

Eq. 2.5 can be solved for the wave functions of electrons alone. Consequently, for a

given positions of the ion-cores {RI}, the Schrödinger equation of the system reduces

to:

�

−
Ne
∑

i=1

∇2
i

2
+VeI({ri}|{RI}) +

1
2

∑

i, j

1
ri j

�

ψ({ri}|{RI}) = E({RI})ψ({ri}|{RI}) (2.6)

where ψ is the many-body electronic wave function and E is the total energy. However,

as solids contain a large number of electrons, direct solution of Eq. 2.6 still remains

impractical. The density functional theory in which the ground state properties of a

system is described by the electron density n(r) is one of the most popular method to

approximately solve the above problem. The method arises from the two theorems

provided by Hohenberg and Kohn [90] which tell us that for a electronic system in an

external potential, the potential is a unique functional of the electron density n(r) and

the ground state energy obtained from the total energy functional is lowest only when

the corresponding n(r) is the true ground state density. The total energy functional of

the system can be expressed as:

E(HK)[n(r)] = TS[n(r)] + EH[n(r)] + Exc[n(r)] +

∫

Vex t(r)n(r)dr (2.7)

where Vex t(r) is the external potential, TS[n] is the kinetic energy of non-interacting

electrons, EH[n] =
1
2

∫ ∫ n(r)n(r′)
|r−r′| drdr′ is the Hartree energy and Exc[n] is the exchange
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correlation energy. The exchange-correlation energy comprises of the difference be-

tween the exact and the non-interacting kinetic energies, and also contain the non-

classical contribution to the electron-electron interactions. However, the Hohenberg-

Kohn theorem does not suggest a way to compute the ground state electron density.

The route to obtain this was provided by Kohn and Sham [91] where they suggested

to minimise the Hohenberg-Kohn energy functional EHK with respect to the electron

density

n(r) =
Ne
∑

i=1

ψ∗i (r)ψi(r) (2.8)

which leads to the famous Kohn-Sham equation

�

−
∇2

i

2
+Ve f f (r)

�

ψi(r) = εiψi(r) (2.9)

where εi is the orbital energy corresponding to the Kohn-Sham orbital ψi and

Ve f f (r) = Vex t(r) +VH(r) +Vxc(r) (2.10)

VH(r) =
∫ n(r′)
|r−r′|dr′ is the Hartree potential and Vxc(r) =

δExc[n]
δn(r) is the exchange-correlation

potential. The above equation describes the behaviours of electron in an effective local

potential. When the exact functional is known, the above set of equations gives ground

state density and energy of the system. However, the exact form of exchange-correlation

term in the Kohn-Sham Hamiltonian is unknown. Different approximation methods like

local density approximation (LDA) [92, 93], generalized gradient approximation (GGA)

[94] have been developed to calculate this exchange-correlation term.

2.2.2 Linear muffin-tin orbital method

The linear muffin-tin orbital (LMTO) [95, 96] is one of the widely used DFT

based methods of electronic structure calculations. The crystal is divided into two re-
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gions: muffin-tin spheres centred around the atoms and the interstitial region. Within

atomic sphere approximation (ASA) [96], the neighbourhood of the ion-cores has a

spherically symmetric potential Vr within each atom-centred sphere of radius SM T which

resembles that of a free atom and the interstitial region has a flat potential VM T Z which is

called muffin-tin zero. Inside the interstitial region, VM T Z is just a level shifting constant

and can be set to zero. The muffin-tin potential is then given by:

VMT(r) =











V (| r−R|)−VMTZ r ≤ SM T

0 r ≥ SM T

(2.11)

where R and r are the position of the ion-core and an electron respectively. We need

to find the solution of one-electron Schrödinger equation for this MT potential. As

the potential is spherically symmetric, the solution φRL(ε, r) inside the MT sphere is

separable into a radial part φRl(ε, r) and a angular component Y m
l (r̂) where l and m

are the orbital and angular quantum numbers respectively and L = {lm}. The radial

Schrödinger equation inside the MT sphere has the form:

�

−
d2

dr2
+

l(l + 1)
r2

+VM T (r)−κ2

�

rφRl(ε, r) = 0 (2.12)

where κ2 = ε−VM T Z . Outside the MT sphere it takes the form:

�

−
d2

dr2
+

l(l + 1)
r2

−κ2

�

rφRl(ε, r) = 0 (2.13)

the solution of which can be represented as linear combination of the spherical Bessel

function jl(κ, r) which are regular at the origin and the spherical Neumann function

nl(κ, r) which are regular at the infinity. The complete wave function for a this MT
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potential is given by [96, 97]:

φRL(ε,κ, rR) = ι
l YL(r̂R)











φRl(ε, rR) rR ≤ SM T

κnl(κrR)− κ cot(ηRl) jl(κrR) rR ≥ SM T

(2.14)

where rR = |r− R| and ι l is a phase factor, ηRl(ε,κ) is known as the phase shift of l-th

partial wave. The MT orbitals are then defined as [96, 97]:

χM TO
RL (ε,κ, rR) = ι

l YL(r̂R)











φRl(ε, rR) + κ cot(ηRl) jl(κrR) rR ≤ SM T

κnl(κrR) rR ≥ SM T

(2.15)

In the KKR-ASA (KKR: Korringa-Kohn-Rostocker) formalism [98, 99], the MT

orbitals are defined in terms of overlapping atomic spheres. The MTO’s are defined as

[97]:

χM TO
RL (ε, rR) = ι

l YL(r̂R)











φRl(ε, rR) + P0
Rl(ε)(rR/sR)l rR ≤ SR

(sR/rR)l+1 rR ≥ SR

(2.16)

where sR is the radius of atomic sphere at R and

P0
Rl(ε) = 2(2l + 1)

DRl(ε) + l + 1
DRl − l

(2.17)

is the potential function in which

DRl(ε) =
sR

φRl(ε, sR)
∂ φRl(ε, rR)
∂ rR

�

�

�

�

rR=sR

(2.18)

By applying ‘tail cancellation’ argument [96], one gets the KKR-ASA secular equation:

∑

RL

�

S0
R′L′,RL − P0

R′L′(ε)δR′RδL′L

�

cRL = 0 (2.19)

where cRL are the expansion coefficient of the MTO’s in the Bloch sum [96] and S0
R′L′,RL
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are the bare canonical structure matrix. This KKR-ASA secular equation has non-trivial

solution if:

det

�

�

�

�

S0
R′L′,RL − P0

R′L′(ε)δR′RδL′L

�

�

�

�

= 0 (2.20)

The diagonal elements of KKR-ASA matrix in Eq. 2.20 have energy dependence

which arises from the potential function PRL(ε). The MTO’s are energy dependent and

Anderson developed a method to bypass this energy dependence [95]. The method

involves Taylor expansion of φRL(ε, r) within a sphere about some arbitrarily chosen

energy ε= Ev [97]:

φRL(ε, rR) = ϕRL(rR) + (ε− Ev)ϕ̇RL(rR) +O (ε− Ev)
2 (2.21)

where ϕRL(r) = φRL(Ev, r) and ϕ̇RL(r) =
�

∂ φRL(ε,r)
∂ ε

�

ε=Ev
. The linear basis set is obtained

by truncating the Taylor series after term linear in energy. In the most tight-binding

representation, the LMTO basis is given by [82]:

χ
β

RL(rR) = ϕRL(rR) +
∑

R′L′
ϕ̇
β

R′L′
(rR′)h

β

R′L′,RL
(2.22)

where ϕ̇β
R′L′
(r′) is given by:

ϕ̇
β

RL(r) = ϕ̇
γ

RL(r) +ϕRL(r)O
β

RL (2.23)

Oβ is the overlap matrix, β is a screening constant and characterize the representation

of MTO, and γ indicates that ϕRL are normalized and also orthogonal to ϕ̇RL. The

expansion coefficient hβ is given by:

hβ
R′L′,RL

= (CβRL − Ev)δRR′δLL′ + (∆
β

RL)
1/2Sβ

RL,R′L′
(∆βRL)

1/2 (2.24)
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where CβRL and ∆βRL are the diagonal potential parameter matrices defined as:

CβRL = Ev −
PβRL(Ev)

ṖβRL(Ev)
, (∆βRL)

1/2 =
1

ṖβRL(Ev)
(2.25)

These are respectively called band center and band width. Sβ
R′L′,RL

is the screened struc-

ture matrix which depends on the representation β and lattice geometry. The second

order TB-LMTO Hamiltonian in the orthonormal sparse representation is given by:

H (1) = Ev + h− hoh+ · · · (2.26)

where we have suppressed the summation indices RL.

2.2.3 Theories of disordered alloys

The difficulty in devising a first-principle theory of substitutionally disordered

alloy systems mainly comes from two reasons. First is the breakdown of the translational

symmetry due to which Bloch theorem becomes inapplicable. This can only be restored

by representing the randomness via statistical occupancy of the constituent atoms. An-

other problem is the large number configuration space involved in the problem due to

which all the calculated properties have to be configuration averaged.

2.2.3.1 Coherent potential approximation

The underlying point of this theory is to represent the randomness of the sys-

tem by replacing the original medium by a mean of an effective medium. The root

of such attempt is the virtual crystal approximation in which the actual potential of a

disordered system is replaced with an average potential constructed from concentration

weighted potential of constituent atoms. Then effective potential of a disordered AxB1−x
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alloy can be written as:

Ve f f = xVA+ (1− x)VB (2.27)

where VA and VB are the potential associated the A and B atoms. This is a crude as-

sumption, and becomes nearly inapplicable when the constituent atoms are not similar

in nature. In the multiple scattering formalism [98, 99], the coherent potential approx-

imation (CPA) [85] is described in terms of the scattering path operators τ [87, 100].

For a binary AxB1−x system, the CPA condition is:

τC PA = xτA+ (1− x)τB (2.28)

This condition ensures that for the replacement of A(B) atom by a B(A) atom the scat-

tering will remain same. The scattering properties of an A(B) atom embedded in the

CPA medium is represented by the component-projected scattering path operators τA(B)

as:

τA(B) = τC PA

�

1+
�

t−1
A(B) − t−1

C PA

�

τC PA

�−1

(2.29)

where t ’s are the scattering t-matrices which represent the scattering amplitudes from

a lattice site.

2.2.3.2 Augmented space recursion

The augmented space recursion (ASR) [83] is another powerful method for the

calculation of configuration averaged properties of disordered systems. This technique

has been developed by bringing together the recursion technique of Haydock et al. and

the augmented space formalism proposed by Mookerjee. In this thesis, the ASR has

been used based on TB-LMTO basis [82] for electronic structure calculation. The brief

discussion of the technique has been described below.

The augmented space formalism [97, 101] maps the Hamiltonian of a disor-
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dered system, which is described in Hilbert space, onto an ordered Hamiltonian in the

augmented space constructed by augmenting the configuration space of the random

variables of the disordered Hamiltonian together with the Hilbert space of the disor-

dered Hamiltonian. Let us consider a AxB1−x substitutionally disordered alloy. Here

the lattice site occupation variables zR are a random variables and take values +1 when

the i-th site is occupied by an A atoms and 0 when it is occupied by a B atom. The

probability density of zR can be expressed as:

Pr(zR) = xδ(zR − 1) + (1− x)δ(zR) (2.30)

Now an operator ZR can be associated with the random variable zR in such a way that

the eigenvalues of the operator ZR are the values taken by zR and the spectral density

of ZR is the probability density of zR. The configuration space of zR, ΦR, is the space

spanned by the eigenvector of ZR. The full configuration space of the system for the set

of random variables {zR} is Φ= Π⊗ΦR. The augmented space theorem [101] states that

the configuration average of any function f (zR) can be written as:

� f (zR)�= 〈{;}| f̃ ({Z̃R}) |{;}〉 (2.31)

where f̃ ({Z̃R}) is the same operator function of the operators {Z̃R} as f̃ ({z̃R}) is of {z̃R}.

All the tilded operators act on the configuration space Φ. |{;}〉 =
∏

⊗|ΦR〉 and Z̃Ri
=

I⊗ · · · I⊗ ZR ⊗ I · · · ∈ Φ.

The advantage of ASR over CPA is that ASR is not a single-site approxima-

tion. Also, both diagonal and off-diagonal disorder can be treated on equal footing in

this method. However, the large dimension of the augmented space is a computational

burden. We used TB-LMTO Hamiltonian with ASR, because the TB-LMTO orbitals are

short-ranged resulting in a sparse Hamiltonian. The most localized TB-LMTO Hamil-

tonian described in Sec. 2.2.2 can be written for a substitutionally disordered binary
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AxB1−x alloy as [102]:

H β

RL,R′L′
= CRLδRR′δLL′ + (∆RL)

1/2Sβ
RL,R′L′

(∆R′L′)
1/2 (2.32)

where

CRL = CA
RLzR + CB

RL(1− zR) and ∆RL =∆
A
RLzR +∆

B
RL(1− zR) (2.33)

where R denotes the lattice sites, L = {lm} is the orbital index, and zR is the local site

occupation variable which takes values 1 and 0 according to whether the site is occupied

by an A atom or not. The augmented space Hamiltonian H̃ is constructed from this TB-

LMTO Hamiltonian. The details of this construction can be found in Ref. [102, 103].

Then the configuration averaged Green’s function of the system can be written as:

� GRL,R′L′ �= 〈RL{;}|G(E)
�

�R′L′{;}
�

(2.34)

where

G(E) = (E Ĩ − H̃ )−1 ∈ Ψ =H ⊗Φ (2.35)

and |RL{;}〉 = |RL〉
⊗

{;} is a particular state in augmented space Ψ. Therefore, within

this augmented space formalism, the configuration averaging reduces to the evolution

of ground state matrix element in the augmented space. This theoretical result is exact

and the approximations will appear only in the calculation of the matrix elements. Here

the recursion method of Haydock et al. [104] is used to obtain the matrix elements in

the augmented space. The recursion method tridiagonalizes the system Hamiltonian via

a three term recursion relations:

bn+1 |φn+1〉=H |φn〉 − an |φn〉 − bn |φn−1〉 (2.36)

where an and bn are the diagonal and off-diagonal elements of the tri-diagonalized

Hamiltonian. The diagonal part of the averaged Green’s function can be expressed as
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continued fraction given by:

� GRL,RL(E)�=
1

E − a0 −
b2

1

E − a1 −
b2

2

E − a2 −
b2

3

E − a3 −
b2

4

. . .

(2.37)

The averaged projected density of states is given by:

nRL(E) = −
1
π

Im Tr{〈RL{;}| G̃(E + i0) |RL{;}〉} (2.38)

The detailed implementation of this method can be found in Ref. [102, 103, 105–108].

2.2.3.3 Special quasi-random structure

One of the methods of handling randomness is supercell method in which a

bigger cell is created out of the unit cell and the lattices are populated randomly by the

constituent atoms. The underlying assumption is that it represents a random environ-

ment, however, it is always very likely to have local correlations between the constituent

atomic species and consequently deviation occurs from perfect randomness. In general,

how much the supercell deviates from the perfect randomness is not considered. An-

other problem is that the supercell needs to very large which is computationally de-

manding for first-principles calculations. In this direction, Zunger et al. [84] proposed

the construction of special quasi-random structures through the minimization of multi-

site correlations functions so that the resulting supercell mimic the correlation functions

to that of a substitutional alloy more closely than the standard method of randomly
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populating the supercell by the constituent atoms. While both the standard supercell

method and SQS are equivalent for N →∞, N being the number of sites, SQS method

more closely represents the disordered environment for smaller N [84, 109]. The basic

principle on which SQS method relies on for getting an accurate disordered averaged

properties of the system is the assumption that the underlying interaction of the prop-

erty of interest is hierarchical i.e., distant neighbors have less effect compared to close

neighbors in determining the system property. So, the multisite correlation function of

the structure is minimized hierarchically to mimic the disordered state in SQS.

Figure 2.12: Illustration of different ’figures’ showing pairs, triplets, and quadruplets in a
lattice. Image source Ref. [110].

Let us consider a given arrangement Ω of A and B atoms on a lattice with N

number of sites. Each sites i can be characterized by a Ising like spin variable Si = ±1

(+1 if it is occupied by A and -1 if occupied by B). This arrangement can be grouped

into its component figures F (Nv, k) of Nv vertices, where Nv = 1,2, 3, · · · corresponds

to the shape point, pairs, triplets · · · respectively, separated by k-th neighbor distance

(see Fig. 2.12 for example). If there are DF number of figures per site, the correlation

function of the configuration can be written as:

ΠF (Ω) =
1

N DF

∑

i

ΠF (r,Ω) (2.39)

where r represent the position of the figure F in the lattice. Then the ensemble average
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of a physical property P over configurations can be written as:

< P > =
∑

Nv ,k

DNv ,k < ΠNv ,k > pNv ,k (2.40)

where the angular brackets denotes the configuration averaging, pNv ,k is the interaction

parameter of the figureF (Nv, k) corresponding to the physical property P and < ΠNv ,k >

is the correlation function. For a perfectly random substitutionally disordered AxB1−x

alloy, < ΠNv ,k >RN D= (2x −1)Nv . The idea of SQS is, instead of approaching < ΠNv ,k >RN D

through statistical sampling, design a structure S whose distinct correlation function

ΠNv ,k(SQS) best matches to < ΠNv ,k >RN D by hierarchically minimizing the correlations

functions [84].

The situation of short-range ordering and clustering can also be incorporated

into SQS through Warren-Cowley short-range order parameter α. For the k-th pair of

nearest neighbor, αk in terms of the pair correlation function Π2,k can be written as

[111]:

αk =
Π2,k − (2x − 1)2

1− (2x − 1)2
(2.41)

Although the SQS approach of modeling disordered alloys is an elegant sys-

tematic procedure, the difficulty of generating a desired SQS increases with increasing

system size. This is because, with increasing system size, the number of possible con-

figuration also increase: for a random binary alloy with N atoms, the number of con-

figuration is 2N . For low values of N one can go through all the configuration to check

the correlation functions of which configuration best matches with the desired target

and select that best configuration as the SQS. However, this approach becomes increas-

ingly prohibitive due to computational workload as N increases. Another method is the

Monte-Carlo simulated annealing in which one gradually minimizes the difference of

correlation functions [< ΠNv ,k >RN D −ΠNv ,k(SQS) [112, 113]. The SQS used in this thesis

were generated in Ref. [110].
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2.2.4 Calculation of magnetic exchange interaction parameters

So far the discussion of ab-initio method is on the ground state electronic and

magnetic properties of the system. However, to understand the formation of magnetic

phases and finite-temperature magnetic properties we need to calculate the magnetic

exchange interaction parameters and analysed them using a model that describes phase

formation. In this thesis this has been done within the framework of generalized per-

turbation method (GPM) [114] which maps the problem of magnetic ordering of a

disordered alloy system to an effective Ising model. In a completely disordered state

with paramagnetic phase, the magnetic moments of the atomic spheres point randomly

along the quantization direction or opposite to it. For a local perturbation, the total

energy of this state can be written as:

E = E(0) +
∑

Ri

E(1)Q(Ri)δξ
Q
Ri
+

1
2

∑

Ri

∑

R j

E(2)QQ′(Ri,R j)δξ
Q
Ri
δξQ′

R j
+ · · · (2.42)

where Q and Q′ are the constituent atomic species, Ri and R j are respectively the po-

sition of Q and Q′ and δξQ
Ri

is the perturbation in the occupation variable ξQ
Ri

which

take the values ±1 according to whether the atomic sphere situated at the site Ri have

magnetic moment oriented along the quantization direction or opposite to it. E(0) is

the energy of the unperturbed disordered paramagnetic state, E(1)Q is the configuration

averaged total energy in which the site Ri is occupied by Q atom and other sites are

randomly occupied with randomly oriented magnetic moments. These two terms plays

no role in the emergence of ordering in the bulk. E(2)QQ′ is the pair interaction energy

which is the dominant term in determining the magnetic ordering of the system. This

term can be written as:

JQQ′(Ri,R j) = E(2)QQ′(Ri,R j) =
∑

ξQ
Ri

∑

ξQ′
R j

(2δ
ξQ

Ri
,ξQ′

R j

− 1)E
QξQ

Ri
,Q′ξQ′

R j

Ri ,R j
(2.43)
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where E
QξQ

Ri
,Q′ξQ′

R j

Ri ,R j
is the total energy of a paramagnetic background with the sites Ri

and R j respectively occupied by Q and Q′ with alignments of magnetic moments in

their respective atomic sphere as ξQ
Ri

and ξQ′

R j
. The energy terms E

QξQ
Ri

,Q′ξQ′
R j

Ri ,R j
are large

(∼ 103 Ry) whereas E(2)QQ′(Ri,R j) is a very small (∼ mRy) energy difference among

E
QξQ

Ri
,Q′ξQ′

R j

Ri ,R j
. Therefore a separate calculations of each E

QξQ
Ri

,Q′ξQ′
R j

Ri ,R j
will produce errors larger

than the small difference themselves and consequently mask E(2)QQ′(Ri,R j). Therefore,

E(2)QQ′(Ri,R j) has been calculated directly using two different formalisms namely Liecht-

enstein formula and orbital peeling method.

The pair interaction term is related to the change in configuration averaged

local density of states as [106, 107, 115]:

E(2)QQ′(Ri,R j) =

∫ EF

−∞
dE(E − EF)∆� n(E)� (2.44)

where EF is the Fermi energy and

∆� n(E)�= −
1
π

Im
∑

ξQ
Ri

,ξQ′
R j

(2δ
ξQ

Ri
,ξQ′

R j

− 1)Tr� (EI−H QξQ
Ri

,Q′ξQ′
R j )−1� (2.45)

where H QξQ
Ri

,Q′ξQ′
R j is the Hamiltonian of the system for Q and Q′ occupying the sites Ri

and R j and all other sites are randomly occupied. Now the change in averaged local

density of states can be related to the generalized phase shift η(E) through the relation:

∆� n(E)�=
dη(E)

dE
=

d
dE

�

log
�

det� G
QξQ

Ri
,QξQ

R j (E)� det� G
Q′ξQ′

Ri
,Q′ξQ′

R j (E)�

det� G
QξQ

Ri
,Q′ξQ′

R j (E)� det� G
Q′ξQ′

Ri
,QξQ

R j �

�

�

(2.46)

where � G
QξQ

Ri
,Q′ξQ′

R j (E) � is the configuration averaged resolvent of the Hamiltonian

H QξQ
Ri

,Q′ξQ′
R j . The integral is complicated and also the multivalued nature of G

QξQ
Ri

,Q′ξQ′
R j

makes it difficult to compute it in standard method. The alternative method is the

orbital peeling as suggested by Burke [116]. Here the pair energy interaction term can
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be written as [115]:

E(2)QQ′(Ri,R j) =
∑

Q,Q′

lmax
∑

l=1

� z l,QQ′
∑

k=1

Z l,QQ′

k −
pl,QQ′
∑

k=1

P l,QQ′

k +
�

pl,QQ′ − z l,QQ′
�

EF

�

(2.47)

where l is the orbital index, Z l,QQ′ and P l,QQ′ are the zeros and poles of the configuration

averaged Green function � G
QξQ

Ri
,Q′ξQ′

R j (E) � and z l,QQ′ and pl,QQ′ are number of such

zeros and poles below EF . The zeros and poles are obtained directly from the recursion

coefficients for the averaged resolvent calculated from the TB-LMTO-ASR. The detailed

implementation of this method can be found in the Ref. [106, 107, 115].

In the Liechtenstein method [117, 118] of magnetic exchange interaction cal-

culation, the magnetic system is perturbed by giving a small rotations to the local mag-

netic moments and the magnetic exchange interaction parameters are calculated from

the resulting change in total energy employing force theorem. In the Green function

method with TB-LMTO basis and under coherent potential approximation, the pair ex-

change energy can be expressed as:

JQQ′(Ri,R j) =
1

4π

∫ EF

−∞
dE Im Tr

§

∆Q
Ri

TQ↑Q′↑(Ri −R j)∆
Q′

R j
TQ↓Q′↓(R j −Ri)

ª

(2.48)

where Q and Q′ are the constituent atoms, ∆R = t−1
R,Q − t−1

R,Q′ in which t is the scattering

t-matrix and TQ↓Q′↓(R j − Ri) is the scattering path operator related to the off-diagonal

element of the Green’s function. This Liechtenstein formula can also be used to calculate

the magnetic exchange interaction parameters [119–121].

The GPM method maps the problem of magnetic ordering of an alloy system

onto an effective Ising model given by:

H = −
1
2

∑

~Ri

∑

~R j

JQQ′
�

|~Ri − ~R j|
�

S~Ri
S~R j

(2.49)
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where JQQ′
�

|~Ri − ~R j|
�

is the magnetic exchange interaction between the constituent

atomic species Q and Q′ situated at the sites ~Ri and ~R j, S ~Ri
takes the values ±1 according

to whether the moment situated at the site ~Ri is oriented along the global quantiza-

tion direction or opposite to it. Monte-Carlo simulations have been carried out with

this Hamiltonian and the calculated magnetic exchange interaction parameters. The

implementation of the Monte-Carlo code used in this thesis can be found in Ref. [110].
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3 Magnetic Properties of Disordered
Fe:Al Alloy: Effects of Short-Range

Ordering

3.1 Introduction

Magnetic properties of FeAl alloy at the equiatomic composition have been in-

vestigated extensively over the years, however still a universally accepted understand-

ing is lacking. The equiatomic FeAl alloy crystallizes into a CsCl-type cubic B2 structure

(space group number and symbols are 221 and Pm3̄m, respectively) in thermodynamic

equilibrium [42–45]. The B2 structure is an ordered atomic arrangement comprising

two interpenetrating simple cubic lattices of Fe and Al. A pictorial depiction of the B2

structure is shown in Fig. 1.1(b) in Chapter 1. Experimental studies indicate that this B2

Fe:Al is a Curie-Weiss paramagnet with a very small Fe magnetic moment µFe ≈ 0.3µB

[122, 123]. However, electronic structure calculations within first-principles density

functional theory (DFT) predict a ferromagnetic ground state with µFe ≈ 0.7µB [123–

132]. Although the energy difference between the ferromagnetic and the non-magnetic

ground states found in those calculations was very small, the ferromagnetic ground

state is persistent in all the calculations irrespective of the differences, such as the or-

bital basis set or the exchange-correlation functional, in the DFT codes. Mohn et al.

[133] became successful in producing paramagnetic ground state through DFT + U

calculations for a range of U values between 3.7 eV and 5 eV. However, this behavior

is in contradiction to the common perception that DFT + U promotes magnetism. This

contradictory role of U and the origin of such a strong electron correlation in Fe:Al are
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still not properly understood. Recent DFT + DMFT (DMFT: Dynamical Mean-Field The-

ory) calculation by Galler et al. [134] suggests that the temporal quantum fluctuations

of the magnetic moments result in the paramagnetic behavior.

Magnetic moments of the Fe atoms in FeAl alloys strongly depend on their local

atomic environments. Studies have shown that the Fe atoms are magnetic only when

they are surrounded by four or more number of nearest neighbor Fe atoms [46–50, 130,

135, 136]. B2 phase of the FeAl alloys is susceptible [122, 127, 137–144] to antisite

or triple defects [145] in which the antisite Fe atoms are surrounded by eight near-

est neighbor Fe atoms. This antisite Fe atoms have large local magnetic moments and

polarize other non-magnetic Fe atoms situated on their regular sites [122–127, 135,

143, 144, 146, 147]. The ordered B2 Fe:Al can be transformed into a disordered body

centered cubic A2 structure (the space group number and symbol are 229 and Im3̄m,

respectively, and a depiction of the structure is shown in Fig. 1.2(b)) by a variety of

methods such as ball milling [47], rapid quenching from high temperatures [46, 48],

cold working [136], plastic deformation [148] etc. Disorder in this A2 phase is of sub-

stitutional type, and Fe and Al atoms have equal probability to occupy any of the lattice

sites (i.e., occupational probabilities for both Fe and Al atoms is 0.5 for any lattice sites).

As the number of nearest neighbor is eight in the A2 structure, Fe atoms are surrounded

by four nearest neighbor Fe atoms on average and therefore retain a local magnetic

moment. DFT based electronic structure calculations [124, 129, 132] indicate that Fe

atoms are magnetic in this A2 phase in accordance with this expectation. However, ex-

perimental results vary among various groups on how these Fe moments order at low

temperature. While some studies indicated that the low temperature state was ferro-

magnetic, others suggested a spin glass state. The possibility of a noncollinear magnetic

state has also been suggested [123, 149]. Experimental reports [46–48, 135, 136, 149]

also vary on the transition temperature, magnetic moment and effective internal field

of A2 Fe:Al alloy.
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It is important to note that as the ordered B2 structure is the thermodynamical

equilibrium phase of the Fe:Al alloy, short-range ordered structure tends to form in the

disordered background of A2 phase [135, 136, 150]. Because of the strong dependence

of Fe moment on their local atomic environment, the presence of such short-range or-

dering affects the magnetic properties of the disordered A2 phase. In short, magnetic

properties around this equiatomic concentration region are extremely sensitive to the

structural phases present in the sample and the nature of atomic ordering in the struc-

ture. This chapter is devoted to the study of magnetic properties of Fe:Al alloy and the

effects of short-range ordering. First, the experimental data are presented, and then

they have been analyzed with DFT based electronic structure calculations and Monte-

Carlo simulations.

3.2 Sample preparation and compositional

characterization

A polycrystalline ingot of Fe:Al was prepared by arc-melting appropriate amounts

of high purity (≥ 99.9%) constituent elements and was annealed at 1000 °C for seven

days. The annealing was followed by quenching of the ingot into liquid nitrogen to

arrest the high temperature disordered phase. The average composition of the ingot

obtained from EPMA analysis was Fe51.3±0.2Al48.7±0.2 which is close to the target compo-

sition with good compositional homogeneity.

3.3 Structural characterization

XRD pattern was collected at room temperature using powdered specimens in

the powder diffractometer with Mo-Kα X-ray source and is shown in Fig. 3.1. (h k l)
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Figure 3.1: XRD pattern of Fe:Al alloy collected using Mo-Kα X-ray source.

indices of all peaks are marked in the graph. Except for the * marked peaks, all others

correspond to BCC structure and confirm the formation of the A2 FeAl alloy. The *

marked peaks at 2θ = 14°, 24.35°, and 31.61° are the superlattice (1 0 0), (1 1 1),

and (2 1 0) peaks, respectively, from the B2 phase. The presence of these peaks from

the B2 phase indicates the formation of minute amount of ordered domains along with

the disordered (A2) phase. The formation of such ordered domains in the disordered

background results in inhomogeneity in the sample and has been reported in earlier

studies also [136]. Therefore, we assume that our sample is largely disordered, with

islands of ordered phase scattered in the disordered background.

3.4 Magnetic properties

3.4.1 DC magnetization

ZFC and FC magnetizations were measured in a SQUID magnetometer. Tem-

perature variations of ZFC and FC magnetizations, measured at H = 25 Oe and H =
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100 Oe, are shown in Fig. 3.2. A rounded peak appeared around temperature Tsg in

both ZFC and FC magnetizations. ZFC and FC magnetizations, measured at H = 25

Oe, started bifurcating at around 250 K, far above the peak temperature Tsg . However,

there was no such bifurcation between ZFC and FC magnetizations above Tsg when

measurements were carried out at a higher applied field, H = 100 Oe. The presence

of bifurcation between ZFC and FC magnetizations at such high temperature and low

field reflects the inhomogeneous nature of the sample, which is also evident in the XRD

study. Below Tsg , ZFC magnetizations, measured at H = 25 Oe and H = 100 Oe, started

to decrease and a further significant bifurcation between ZFC and FC magnetizations

appeared similar to those of spin glass systems [26–29]. The values of Tsg at H = 25 Oe

and H = 100 Oe are ≈ 55 K and ≈ 35.5 K, respectively. This drastic shift of Tsg with H

at such low field depicts the sensitivity of the peak to applied magnetic field and is also

typical of a spin glass system [26–29].
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Figure 3.2: Temperature variations of ZFC and FC magnetizations of Fe:Al alloy measured
at H = 25 Oe and H = 100 Oe.

As the temperature was lowered further below Tsg , magnetization showed a

dip around temperature Ta followed by an upturn. The values of Ta for ZFC and FC

magnetizations measured at H = 25 Oe are T Z FC
a ≈ 16 K and T FC

a ≈ 25 K, respectively.
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When H was increased from 25 Oe to 100 Oe, the temperature variations of ZFC and

FC magnetizations retained the same characteristic behaviour. Value of T Z FC
a at H =

100 Oe is ≈ 20 K which shows that Ta increases with the strength of applied magnetic

field. However, T FC
a at H = 100 Oe was not resolved due to the fact that Ta increases,

whereas Tsg decreases as H increases, which result in decreasing the gap between them,

and thereby brings out the unresolved magnetization behaviour in the region.

3.4.2 AC susceptibility

Temperature variation of ac susceptibility was measured at an excitation field

of Hac = 10 Oe in a PPMS® system and data were recorded for several different frequen-

cies. AC susceptibility, shown in Fig. 3.3, depicts a rounded peak at Tsg . The value of

Tsg at f = 100 Hz is ≈ 53.5 K which is in agreement to the value of T Z FC
sg at H = 25 Oe.

Tsg was found to be sensitive to the frequency of excitation field and shifted towards

higher temperatures with increasing frequency. Such a frequency dependence is a typ-

ical behavior of spin glass system [26–29]. In such a system, a quantitative measure
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Figure 3.3: Temperature variation and frequency dependence of ac susceptibility of Fe:Al
alloy.
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of the shift of Tsg with frequency is expressed as φ = ∆Tsg/(Tsg∆ log f ), where f is the

measuring frequency. The value of φ, calculated using the above formula was found to

be 0.005, similar to those of canonical metallic spin glass systems [26].

Unlike Tsg , Ta does not show any such sensitivity to the frequency of excita-

tion field which further confirms the change in dominant magnetic phase of the system

across Ta as discussed in Sec. 3.4.1.

The presence of superlattice peaks from the B2 phase in the XRD pattern shown

in Fig. 3.1 showed the formation of ordered phase of FeAl in the disordered background

and the resulting inhomogeneity in the sample. As a consequence, the total magneti-

zation of the sample comprised contributions from both the ordered clusters and the

disordered background corresponding to the respective B2 and A2 phases. The A2

phase turned into a spin glass below Tsg because of magnetic frustrations resulting from

competing magnetic exchange interactions present in the system. The descriptions of

magnetic exchange interaction parameters calculated from first-principles theories are

given in later sections of this chapter. Therefore, the magnetization of the A2 phase de-

creased with lowering of temperature below Tsg due to gradual freezing of spin clusters

[26]. The magnetic response of the ordered clusters corresponding to the B2 phase, on

the other hand, was paramagnetic with 1/T (Curie) magnetization dependence which

continued to increase with lowering of temperature and became the dominant contri-

bution at low enough temperatures resulting in the upturn in magnetization. When the

strength of applied magnetic field is increased, the spin freezing temperature, Tsg , of a

spin glass phase is known to shift towards lower temperatures, whereas the paramag-

netic contribution becomes stronger and pushes Ta towards higher temperatures region.

The opposite movements of Tsg and Ta with applied magnetic field eventually destroyed

the peak and dip structure in the magnetizations when measured at a higher value of

H.
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3.5 Theoretical analysis

The observed magnetic behavior of inhomogeneously disordered Fe:Al alloy

has been modeled in this section using a density functional based ab-initio electronic

structure calculation supplemented with Monte-Carlo simulation for getting a better

understanding of the magnetic properties of such systems.

3.5.1 Density of states

Electronic structure of Fe:Al was calculated using self-consistent ASR within

TB-LMTO. A brief description of the underlying theories has been outlined in Sec.

2.2.3.2. The choice of TB-LMTO [82] as a base methodology stemmed from the fact

that the disorder fluctuations in the alloys are local and a tight-binding basis is most

suitable in describing such disorder. The disorder in the system was realized using ASR

[83] which goes beyond single-site mean field approximations like CPA in describing

local fluctuations such as short-range ordering and clustering relevant to the present

case.

Figure 3.4: The spin-projected density of states of disordered Fe:Al alloy, projected on the
Fe and Al atoms (up: spin-up DOS, dn: spin-down DOS).

The calculated spin-projected densities of states of Fe and Al atoms in disor-
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dered Fe:Al alloy are shown in Fig. 3.4. Unlike ordered alloys, the DOS is rather smooth

because of disorder scattering. The relatively localized d-electrons of Fe dominate the

DOS near Fermi level whereas the more itinerant p-electrons of Al contribute to the

base. Considerable overlap between Fe-d and Al-p bands reflects the hybridization of Fe

and Al states. As can be seen from the DOS, the alloy is magnetic. Magnetic moment

forms out of the itinerant electron charge density by an exchange splitting of the ma-

jority and minority spin-projected DOS, and the magnetization density integrated over

the atomic spheres provides the moments associated with each sphere.

3.5.2 Magnetic exchange interaction parameters
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Figure 3.5: (a) The magnetic exchange energies of Fe-Fe, Fe-Al and Al-Al pairs for the
dominant nearest neighbors and (b)–(d) for other neighbors in disordered Fe:Al alloy.

Magnetic exchange interactions between the constituent atomic species, Fe and

Al, were calculated using the orbital peeling method [116]. The underlying theory of

orbital peeling method has been discussed in Sec. 2.2.4. Nearest neighbor exchange

interactions between different pairs are shown in Fig. 3.5(a) which displays the domi-

nance of Fe-Fe exchange interaction over Fe-Al and Al-Al pairs. Figs.3.5 (b)–(d) depict
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3.5: Theoretical analysis

the variation of exchange energies with distance. As can be seen from the figures, these

exchange interactions are rather long ranged and oscillatory which demonstrate the

RKKY nature of these interactions. Magnetic Fe atoms immersed in the valance elec-

tron cloud polarize it and provide the oscillatory interaction which rapidly decays with

distance due to disorder scattering. Magnetic frustration arises from such an oscillatory

exchange interaction which subsequently results in a low-temperature spin glass phase.

3.5.3 Magnetization from Monte-Carlo simulation

Monte-Carlo (MC) simulation was carried out to investigate the temperature

dependent magnetic behaviors of disordered Fe:Al alloy and the effects of short-range

ordering. The MC simulation was carried on the Ising Hamiltonian onto which the GPM

model [114] maps the problem of magnetic ordering of an alloy system:

H = −
1
2

∑

Ri

∑

R j

JQQ′
�

|Ri −R j|
�

SRi
SR j

(3.1)

where JQQ′
�

|Ri − R j|
�

is the magnetic exchange interaction between the constituent

atomic species Q and Q′ situated at the sites Ri and R j, SRi
takes the values ±1 according

to whether the moment situated at the site Ri is oriented along the global quantization

direction or opposite to it. The magnetic exchange interaction parameters obtained

from the first-principles theories and described in the previous section were used as the

input parameters in the MC simulation. Metropolis algorithm [151] with single spin

flip dynamics was used to perform MC simulation. First 25000 steps were discarded to

thermally stabilize the system and measurements were performed in the next 250000

steps. MC simulations were carried out on a BCC lattice of volume [(L − 1)a]3 where a

and L are respectively the inter-atomic distance along the cube sides and length of the

cube sides.

The special quasi-random structure (SQS) [84], described in Sec. 2.2.3.3, was
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3.5: Theoretical analysis

used to represent the disordered phase of A2 Fe:Al in MC simulation. The SQS method

of structure generation is more capable of dealing with the inhomogeneities like short-

range ordering and clustering than the standard method of randomly distributing atoms

on the lattice sites and averaging over multiple configurations (we will designate this

method as RS). However, before proceeding with SQS, the results obtained from SQS

were tested against the results of standard RS method for the homogeneous disordered

case to check the applicability of SQS.
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Figure 3.6: Temperature variations of magnetic susceptibilities of disordered Fe:Al alloy
obtained from MC simulations using RS and SQS.

Magnetic susceptibilities of A2 Fe:Al, obtained from MC simulations using SQS

and RS, are shown in Fig. 3.6 which depicts a fairly well agreement between the two

methods. In a disordered alloy, MC simulation using SQS is computationally cheaper

than with standard RS for which the required time or computational resource scales

with the number of configurations considered in the simulation. In addition, a de-

sired structure like inhomogeneously disordered alloy with short-range ordering and

clustering can be generated by optimizing the multisite correlation functions in SQS.

Therefore, if not otherwise mentioned, both homogeneously and inhomogeneously dis-

ordered Fe:Al alloys were represented by SQS (L = 8) in the MC simulations presented
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Figure 3.7: MC simulated temperature variation of magnetization of A2 and B2 Fe:Al al-
loys.

in remaining part of this chapter.

MC simulated temperature variations of magnetization of A2 and B2 Fe:Al are

shown in Fig. 3.7. The B2 Fe:Al alloy was found to be paramagnetic as predicted by first-

principles density functional theories [123, 128, 132] and a ferromagnetic transition

occurred only at a very low temperature ≈ T Z FC
a , the temperature where the anomalous

upturn was found in the ZFC magnetization measured at H = 25 Oe. Temperature vari-

ation of magnetization of A2 Fe:Al showed a paramagnetic to ferromagnetic transition

at TC ≈ 250 K (which can be seen from the peak in the magnetic susceptibilities shown

in Fig. 3.6).

The XRD pattern shown in Fig. 3.1 showed the presence of short-range order-

ing in our experimentally prepared specimen of disordered Fe:Al and the formation of

such inhomogeneities have been reported in earlier studies also [135, 136, 150]. There-

fore, the effects of such inhomogeneities on the magnetic transition temperature and the

temperature dependent magnetization behavior are investigated next. First, we took a

rather crude approach where it was assumed that there is no correlation between the
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3.5: Theoretical analysis

precipitated ordered clusters and the disordered background. The total magnetization

of an inhomogeneously disordered alloy in such a scenario is a proportional mixture of

the two phases:

Mtotal = yMord + (1− y)Mdisord (3.2)
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Figure 3.8: Temperature variation of total magnetization Mtotal at different mixing ratios
for the independent mixture of ordered and disordered phases of Fe:Al alloy.

where y is the fraction of ordered phase. Fig. 3.8 shows the variation of Mtotal with

temperature. The characteristic behaviors of Mtotal in the region between TC and Tsg

matched well with the experimentally observed magnetization behavior. The upturn

in magnetization at low temperatures increased with the increase of the fraction of

ordered phase which substantiates that magnetic response of the ordered clusters is the

reason behind the observed upturn in experimentally measured magnetization below

Ta. However, surprisingly TC was not significantly affected by the variation of the ratio

of ordered and disordered phases. This drawback of the model primarily arises from the

fact there is a lack of correlation between the magnetization of ordered and disordered

phases, and hence one does not affect the behavior of other. TC is the property of the

disordered phase and consequently remained unaffected by the increase of the fraction
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3.5: Theoretical analysis

of ordered phase.

For a more accurate description of the effects short-range ordering and cluster-

ing on the magnetic properties of Fe:Al alloy, MC simulation was carried out with SQS

containing a desired type and amount of inhomogeneity. Inhomogeneities like short-

range ordering and clustering can be incorporated into SQS in a controlled fashion

by optimizing the multisite correlation functions of the structure to the desired target.

Warren-Cowley short-range order parameter α [8, 9] describes the nature of inhomo-

geneities present in a system and can be expressed in terms of pair correlation function

as described in the Sec. 2.2.3.3. SQS with negative value of α (i.e., α < 0) indicates that

short-range ordering is present in the structure and SQS with positive value of α (i.e.,

α > 0) have clusters of like atoms built into them.

Figure 3.9: (Left panel) MC simulated temperature variation of magnetization of Fe:Al al-
loy for different values of short-range order parameter α. (Right panel) Variation of para-
magnetic to ferromagnetic transition temperature TC with α. The dashed line is given as
guide to the eye for a straight line.

MC simulated temperature variation of magnetization of A2 Fe:Al for different

values of α is shown in Fig. 3.9(Left panel) which displays a good agreement with ex-

perimentally observed magnetization behavior. The variation of TC with α is shown in

Fig. 3.9(Right panel) which depicts that TC varies almost linearly with α. TC gradually

decreases as the system moves from the state of clustering to the state of short-range or-

dering through a perfectly disordered state. Although, magnetization decreased below

Tsg in both homogeneously and inhomogeneously disordered structures, low temper-
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3.5: Theoretical analysis

ature upturn in magnetization was present only in the structures with negative values

of α. This confirms that while the spin glass behavior is a property of the disordered

background, arising from magnetic frustrations due to the presence of competing mag-

netic exchange interactions in the system, the upturn in low temperature magnetization

originates from the ordered clusters present in the system.

The experimental results presented in Sec. 3.4.1 have indicated that magneti-

zation behaviour of Fe:Al changes drastically with the variation of the strength of ap-

plied magnetic field. Therefore, MC simulation was carried out to investigate the effect

of applied magnetic field. In presence of an applied magnetic field h, the Hamiltonian

of Eq. 3.1 takes the form:

H = −
1
2

∑

Ri

∑

R j

JQQ′(|Ri −R j|)SRi
SR j
− h

∑

Ri

SRi
(3.3)

MC simulation was carried out for the B2 Fe:Al and for homogeneously and inhomoge-

neously disordered A2 Fe:Al. Temperature variation of magnetization of these structures

for different values of α and h are shown in Fig. 3.10. The magnetization of B2 Fe:Al

increased with the applied magnetic field as more and more spins get oriented along

the field direction. In the homogeneously and inhomogeneously disordered A2 Fe:Al
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Figure 3.10: MC simulated temperature variation of magnetization of (a) an ordered B2
structure, (b) a homogeneously disordered structure (α= 0), and (c) a sample with short-
range ordering (α= −0.5).
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alloys (i.e., structures corresponding to α = 0 and α = -0.5, respectively), along with

increasing the magnetization, external magnetic field drove Tsg towards lower temper-

atures similar to our experimental observation. The spin freezing temperature (Tsg)

gradually decreased with increasing h similar to a canonical metallic spin glass and at

high enough magnetic field completely suppresses the spin glass phase. The magnetic

states around Tsg and Ta are complex due to the interplay between the paramagnetic

response of the B2 Fe:Al phase and the spin glass phase originating from the A2 Fe:Al.

3.6 Conclusions

In this chapter, magnetic properties of inhomogeneously disordered Fe:Al al-

loy has been discussed. Experimentally observed magnetization behavior has been ana-

lyzed by modeling the inhomogeneous disorder using SQS and calculating the magnetic

properties using Monte-Carlo simulation. Experimental and theoretical investigations

showed that while a spin glass phase arises from the disordered background, the pres-

ence of short-range ordering gives rise to a very low temperature magnetically ordered

phase. Magnetic transition temperatures of the system are also found to be strongly

affected by the presence of short-range ordering in the sample. The sensitivity of the

magnetic behavior to the local inhomogeneities, which depend on the preparation con-

ditions of the specimens, results in interesting magnetic behavior and is the reason

behind the discrepancies among the experimental results quoted by different groups.
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4Magnetic and Transport Properties of
Disordered Fe1−xAlx Alloys

4.1 Introduction

In the previous chapter, we have discussed the magnetic properties of disor-

dered equiatomic Fe:Al alloy and how the presence of short-range ordering affects its

magnetic behaviors. As we have discussed earlier, the disordered phase of Fe:Al alloy

has cubic A2 structure, while the ordered phase has cubic B2 structure. The ordered B2

phase is the lowest energy structure forms in the thermodynamic equilibrium conditions

and the disordered A2 phase can be obtained by various disordering procedures of the

ordered B2 phase like rapid quenching from high temperatures and high-energy ball

milling. In the Fe1−xAlx phase diagram [42–45] cubic structures form up to x ≈ 0.60 .

Pure iron at room temperature has A2 phase. As one mixes Al into Fe, the A2 phase of Fe

extends up to x ≈ 0.23. With further increase of Al concentration, this disordered BCC

solid solution changes to ordered arrangements of the constituent atoms. When the al-

loys up to x ≈ 0.35 are annealed at low temperature (below ≈ 800 K), cubic DO3 phase

forms. However, when annealed at higher temperatures cubic B2 phase forms. Above

x ≈ 0.35 and below x ≈ 0.60, the B2 phase is the lowest energy structure in thermody-

namic equilibrium conditions. Similar to the equiatomic concentration, the disordered

A2 phase can be obtained by disordering the ordered phases at other concentrations

also [46–49, 136, 152–164]. One intriguing property of this system in the disordered

A2 phase is the dilution behavior of Fe moment as one increases the Al concentration
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4.1: Introduction

[46–50, 136]. With increasing Al concentration, hybridization between Fe and Al elec-

tronic states increases resulting in a gradual dilution of Fe moment [125, 129], and the

dilution behavior follows a simple law dµFe/dx = Const. i.e., Fe moment falls linearly

with increasing Al concentration. However, this simple dilution law exits only below

x ≈ 0.25 beyond which µFe falls faster. In addition, the variation of µFe as well as the

magnetic transition temperature (paramagnetic to ferromagnetic transition) reported

by various researchers vary widely in the Al compositions above x ≈ 0.25. [46, 47].

The variation of lattice parameter reported in earlier studies also showed anomalous

behaviour [46–50, 132, 136, 150, 158]: the lattice parameter first increased linearly

with Al concentration up to x ≈ 0.25 and with further increase of Al concentration, lat-

tice parameter increment deviated from linearity and in some studies it was found that

lattice parameter even decreased with increasing Al concentration. In addition, similar

to µFe, the lattice parameter values also varies widely among various reports.

The point to note here is that these anomalous behaviors of µFe and lattice pa-

rameter occur above x ≈ 0.25 where one can obtain the disordered A2 phase only via

disordering of the ordered structures by non-equilibrium procedures. In these disorder-

ing procedures, complete destruction of the ordered structure is very difficult and the

short-range orderings are very likely to be present in the samples. In the previous chap-

ter, we have shown that the presence of such short-range ordered structure strongly

influences the magnetic behavior of the disordered phase at equiatomic concentration.

Therefore, in this chapter we have investigated whether the presence of short-range

ordering or the amount of disordering of the sample is also connected to the various

anomalous behavior reported as a function of Al concentration in this alloy system.
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4.2: Sample preparation and composition analysis

4.2 Sample preparation and composition

analysis

The preparation and annealing of the polycrystalline ingot of the composition

x = 0.5 in the series Fe1−xAlx (0.25 ≤ x ≤ 0.55) has been already described in Sec. 3.2.

The polycrystalline ingots of other compositions in the series were prepared in the same

fashion. The compositions of the prepared polycrystalline ingots obtained from EPMA

analysis are listed in Table 4.1 which shows that the prepared ingots have compositions

close to the target value with good homogeneity.

Table 4.1: Compositions of the prepared polycrystalline ingots of Fe1−xAlx obtained from
EPMA analysis

x
Obtained concentrations (at%)

Fe Al
0.25 76.1(5) 23.9(5)
0.30 71.7(4) 28.3(4)
0.35 66.0(4) 34.0(4)
0.40 61.9(6) 38.1(6)
0.45 55.1(6) 44.9(6)
0.50 51.3(2) 48.7(2)
0.55 48.2(7) 51.8(7)

4.3 Crystal structure

Room temperature XRD patterns measured using powdered specimens in a

PANalytical X’pert PROT M powder diffractometer with Mo-Kα X-ray source (wavelength

λ = 0.71 Å) are shown in Fig. 4.1. (h k l) indices of all peaks are also listed in the

graph. As discussed in the previous chapter for the x = 0.5 composition, (1 0 0), (1 1

1) and (2 1 0) are the superlattice reflections from the ordered B2 phase and all other

peaks correspond to a BCC structure which confirms the formation of the disordered
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4.3: Crystal structure

Figure 4.1: Room temperature XRD patterns of Fe1−xAlx alloys measured using Mo-Kα
X-ray source.

A2 phase. The superlattice reflections are visible only in the compositions x = 0.5 and

x = 0.55 which indicate that the higher Al compositions tend to have more short-range

ordering. In the Fe-rich compositions, from x = 0.25 to x = 0.45, no such superlattice

peaks are visible which indicates that only the A2 phase was formed in these alloys.

Fits of the XRD patterns obtained from Rietveld refinements are shown in Figs.

4.2(a)–(g) and the obtained parameters are listed in Table 4.2. Fig. 4.3 shows the

variation of lattice parameter with Al concentration. As the Al concentration increases,

lattice parameter increases up to x = 0.35. However, with further increase of Al con-

centration, lattice parameter decreases. The anomalous variation of lattice parameter

with Al concentration has been reported in earlier studies also [46–50, 132, 136, 150,

158]. Combining resistivity studies, plausible explanation of this anomalous behavior

has been given in the later sections of this chapter.
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4.4: Resistivity

Figure 4.2: (a)–(g) Rietveld refinement fits of the room temperature XRD patterns of
Fe1−xAlx .
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Table 4.2: Rietveld refinement result of the XRD patterns of Fe1−xAlx alloys. Uiso is the
isotropic thermal parameter.

Al concentration a Uiso χ2

(x) (Å) (Å2)
0.25 2.90606(7) 0.0112(2) 4.9
0.30 2.9222(1) 0.0093(3) 3.3
0.35 2.9291(1) 0.0119(3) 3.3
0.40 2.91991(8) 0.0145(2) 3.0
0.45 2.92126(8) 0.0160(2) 2.6
0.50 2.91226(8) 0.0132(3) 4.8
0.55 2.9134(1) 0.0214(5) 4.0
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Figure 4.3: Variation of lattice parameter of Fe1−xAlx with Al concentration.

4.4 Resistivity

Temperature variations of resistivities of Fe1−xAlx alloys in the form ρ(T )/ρ(T =

300 K) are shown in Fig. 4.4. The values of ρ(T = 300 K) are listed in Table 4.3. Al-

though metallic behaviour is evident for the entire composition range studied here, the

resistivity values and temperature dependences of resistivity show intriguing behaviour

as a function of composition and are discussed below.

At high temperature, electron-phonon scattering contribution to the resistivity
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Figure 4.4: Electrical resistivities of Fe1−xAlx alloys as a function of temperature.

Table 4.3: Resistivity values of Fe1−xAlx at T = 300 K.

Al concentration ρ(T = 300K)
(x) (µΩ-cm)

0.25 197(7)
0.30 213(7)
0.35 320(11)
0.40 274(8)
0.45 172(5)
0.50 127(4)
0.55 149(4)

is the dominant term for which resistivity is expected to increase linearly with tempera-

ture. However, resistivities of Fe1−xAlx deviates from linearity at high temperature. This

tendency towards saturation is typical for highly resistive alloys. Correspondingly, as

can be seen from Table. 4.3, the resistivities of Fe1−xAlx alloys are very high which is

also an indication of the highly disorder nature of the samples. The x = 0.35 composi-

tion has the highest resistivity and its temperature dependence deviates from linearity

roughly above 150 K. As the resistivity of the alloys decreases, the temperature at which

the temperature dependence deviates from linearity also increase. The x = 0.50 compo-
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sition has the lowest resistivity and it shows linear temperature dependence up to 300

K.

The variation of resistivity as a function of Al concentration shows very inter-

esting behavior. The resistivity values ρ(T = 10 K), ρ(T = 300 K) and the residual

resistivity ratio (RRR) ρ(T = 10 K)/ρ(T = 300 K) as a function of Al concentration

are shown in Fig. 4.5. At very low temperature, inelastic scatterings of electrons die

out, and resistivity of metals and alloys becomes nearly temperature independent with

resistivity value determined by the disorder present in the system. The larger the dis-

order, larger is the value of temperature independent part of the resistivity. Residual

resistivity ratio (RRR) is also a measure of disorder in the system: as the disorder in the

system increases, RRR decreases. Therefore, both ρ(T = 10 K) and RRR indicate the

amount of disordering of the samples. We found that initially with increasing Al con-

centration they increase up to x = 0.35 and with further increase of Al concentration

they decrease. This behavior indicates that the composition x = 0.35 has the highest
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Figure 4.5: Resistivity values of Fe1−xAlx alloys at T = 300 K and T = 10 K and residual
resistivity ratio (RRR) at T = 10 K as a function of Al concentration.
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amount of disorder and as one moves away from this composition ordering tendency

increases. This ordering tendency of Fe1−xAl−x alloys as one moves away from the

x = 0.35 composition is also clearly indicated by the presence of superlattice reflec-

tions, which evidence the formation of short-range ordering, in the XRD patterns of the

composition x = 0.50 and 0.55. This is surprising because one expects that for BCC A2

structure with two sites per unit cell disordering should be maximum at the equiatomic

composition where both Fe and Al atoms have equal occupational probabilities. One

might argue that the low temperature upturn of the resistivity (shown in Fig. 4.6) of

the compositions x = 0.30,0.35 and 0.40 causes the observed behaviour of ρ(T = 10

K) and RRR as a function of Al concentration. However, the upturn is maximum in the

composition x = 0.35 and the difference between resistivities at the minimum and at

T = 10 K is less that 1 µΩ-cm whereas the difference of resistivity values as a function

of Al concentration is even larger than 50 µΩ-cm.

The enlarged view of the low temperature part of ρ − T curves of the compo-

sitions x = 0.30, 0.35 and 0.40 are shown in Figs. 4.6(a)–(c). The inset graphs show

the temperature variation of the temperature coefficient of resistivity (TCR) defined as

1
ρ(T=300K)

dρ
dT . As can be seen from the figure, a resistivity minimum appears in these com-

positions and consequently, TCR also goes to zero. This is another indication of highly
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disorder nature of these samples. As discussed in Sec. 1.3.2, in highly disordered mate-

rials resistivity minimum appears due to quantum corrections in resistivity (due to weak

localization (WL) and enhanced electron-electron (EEI) interactions). The temperature

Tm at which resistivity minimum appears is the highest in the composition x = 0.35 (≈

25 K). Tm decreases as we vary the composition from x = 0.35: values of Tm at x = 0.30

and 0.40 are ≈ 9 K and ≈ 15 K, respectively. Other compositions do not show this

resistivity minima in our measured temperature range 4 – 300 K. These observations

also confirm that the composition x = 0.35 has the highest amount of disorder and

disordering decreases on both sides of this composition.

Another striking observation is the similarity of the variation of lattice parame-

ter (shown in Fig. 4.3) with resistivity values ρ(T = 10 K), ρ(T = 300 K)) and residual

resistivity ratio (RRR) (shown in Fig. 4.5). This can be understood in the following way.

Previous reports indicated that disordering of the ordered B2 structure causes the in-

crease of lattice parameter [129, 152, 153, 155–157, 162], for example, the disordered

A2 structure has almost 1% larger lattice parameter than the ordered B2 structure at

x = 0.40 [156, 162]. We found from the variations of ρ(T = 10 K) and RRR with Al

concentration (shown in Fig. 4.5) that with increase of Al concentration disordering in-

creases up to the composition x = 0.35. However, with further increase of Al concentra-

tion disordering decreases and the presence of short-range order increases. Therefore,

one can see that the nature of variation of the lattice parameter with Al concentration

is directly correlated with the amount of disorder present in the sample. According to

the resistivity measurements, disordering increases up to the composition x = 0.35 and

as the disordered phase has higher lattice parameter than the ordered phase, lattice

parameter increases. Above the composition x = 0.35, disordering gradually decreases

and so the lattice parameter also decreases.

The variation of the lattice parameters obtained from the Rietveld analysis of

the XRD patterns with Al concentration is shown in Fig. 4.7 along with the lattice
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Figure 4.7: Variation of lattice parameter of Fe1−xAlx alloys with Al concentration. The
filled circles are the lattice parameters we obtained from the Rietveld analysis of XRD pat-
terns and others are data reported in earlier studies by various researcher.

parameters reported in earlier studies. It can be seen from the figure that lattice pa-

rameter in all the reports increases steadily up to x ≈ 0.25 and above that reported

lattice parameter values varies widely among the different reports. Incidentally, the

disordered A2 structure is the lowest energy configuration for Fe1−xAlx up to x ≈ 0.23

and above this concentration, crystal structure heavily depends on the heat treatments

and preparation procedures [42–45]. Above x ≈ 0.23, ordered DO3 structure (Fe3Al;

space group number and symbol are 225 and Fm3̄m, respectively) forms when the al-

loys are annealed at temperatures below ≈ 800 K and ordered B2 structure forms when

they are annealed at temperatures higher than ≈ 800 K. Above the Al concentration

x ≈ 0.23, the disordered A2 structure can only be obtained through non-equilibrium

preparation procedure like cold working, high-energy ion-irradiation, rapid quenching

from high temperature, high-energy ball milling, plastic deformations etc. [46–49, 136,

152–164]. However, as the thermodynamical equilibrium phase has ordered structure,
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the disordering or the presence of ordered structure in the disordered background de-

pends on the disordering route taken. Various disordering procedures cause the varying

amounts of disordering, thus accounting for different lattice parameters as seen in Fig.

4.7.

The temperature variations of resistivities of Fe1−xAlx were fitted with contri-

butions from ρ0, ρph, and ρmag: ρ(T ) = ρ0 + ρph(T ) + ρmag(T ). ρ0 is the temperature

independent part of the resistivity that arises because of the scattering of electrons from

defects and disorder as discussed above. ρph is the temperature dependent resistivity

due to the inelastic electron-phonon scattering of electrons. The temperature variation

of ρph for 3d transition metals and alloys is given by Bloch-Wilson formula [165, 166]:

ρph(T ) = Aph

�

T
θD

�3∫ θD/T

0

x3

(ex − 1)(1− e−x)
dx (4.1)

where Aph is the strength of conduction electron scattering by phonons and θD is the

Debye temperature. The magnetic part ρmag arises due to the exchange interaction

between the conduction electrons and more localized 3d electrons. The temperature

dependence of ρmag depends on the nature of the low temperature magnetic state. For

a ferromagnetic (FM) system, the spin wave description gives [167]:

ρmag(T ) = AF M
mag T 2 (4.2)

where AF M
mag is the strength of conduction electron scattering by spin-wave disorder. For

a spin glass system, below the spin freezing temperature Tsg , ρmag is given by [26, 27,

168]

ρmag(T ) = Asg
mag T 3/2 (4.3)

where Asg
mag is the strength of diffusive spin excitations.

At lower temperatures, the electron-phonon scattering becomes less and con-
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sequently ρph is also very small. Then, the magnetic part ρmag is the dominant contri-

bution at lower temperatures. Assuming this dominance of ρmag over ρph, the resistivity

data below 25 K were fitted considering ρmag only. As ρmag has different temperature

dependence for ferromagnetic and spin glass state, this analysis can be used to infer in-

formation about the low temperature magnetic state of the samples. To check whether

the specimens have ferromagnetic or spin glass phase or a mixture of ferromagnetic and

spin glass phase (which is the case for the composition x = 0.50 as found in the previ-

ous chapter), the low temperature resistivity data below 25 K were fitted with following

equations:

ρ(T ) = ρ0 + AF M
mag T 2 (4.4)

ρ(T ) = ρ0 + Asg
mag T 3/2 (4.5)

and

ρ(T ) = ρ0 + AF M
mag T 2 + Asg

mag T 3/2 (4.6)

In the compositions x = 0.30, 0.35 and 0.40, a resistivity minimum appears at low tem-

peratures (shown in Fig. 4.6) due to quantum corrections in resistivity as described in

Sec. 1.3.2. However, after assuming these corrections, we were not able to get a clear

indication of whether the low temperature magnetic states of these alloys are of ferro-

magnetic or spin glass characters. For other compositions, fits of resistivity data below

25 K with Eq. 4.4 and Eq. 4.5 are shown in Figs. 4.8(a)–(j). When none of equations

Eq. 4.4 and Eq. 4.5 give a good fit, such as for the composition x = 0.55 whose low tem-

perature magnetic state mixture is a mixture of ferromagnetic and spin glass character,

Eq. 4.6 was used for fitting. In the best fit cases, the percentage fit errors are randomly

scattered on both sides of the zero-line, while in other cases they are concave in either

positive or negative sides of the zero-line. As can be seen from the figures, Eq. 4.4 best

fits the data of Fe-rich composition x = 0.25 indicating its ferromagnetic character at

low temperature while Eq. 4.5 best fits the composition x = 0.45 and substantiates that
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Figure 4.8: Fits of resistivity data of Fe1−xAlx below 25 K with Eq. 4.4, Eq. 4.5, and Eq.
4.6.
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this composition has a spin glass state at low temperature. In the composition x = 0.55,

the percentage fit errors are concave in positive-side of the zero-line when fitted with Eq.

4.4 while concave in negative-side of the zero-line. Best fitting, i.e. random scattering

of the percentage fit error on both sides of the zero-line, is obtained when fitted with

Eq. 4.6 which indicates that the magnetic phase is a mixture of ferromagnetic and spin

glass characters. As discussed in the previous chapter for the composition x = 0.50,

this mixed magnetic phase arises due to the presence of short-range ordered clusters

in the disordered background. From the XRD patterns shown in Fig. 4.1, one can see

that the x = 0.55 composition indeed have such a inhomogeneous disorder character.

Although exact judgment cannot be made about the low temperature magnetic state of

the composition x = 0.50 from the fits due to larger scattering of data points, its mixed

magnetic phase character was described from other measurements and MC simulations

in the previous chapter. The x = 0.55 composition with similar mixed magnetic state

best fits with Eq. 4.6 and therefore the low temperature resistivity data of the com-

position x = 0.50 is also expected to be best described by the same equation. The fit

parameters for the best fit cases are listed in Table 4.4.

Table 4.4: Fit parameters ρ0, AF M
mag , and Asg

mag obtained from the fitting of resistivity data
of Fe1−xAlx alloys at temperatures below 25 K. Details of the fitting are described in the
text.

Al concentration ρ0 AF M
mag Asg

mag

(x) (µΩ-cm) (µΩ-cm/K2) (µΩ-cm/K3/2)
0.25 101.418(4) 0.00266(1) –
0.45 90.983(3) – 0.01555(4)
0.50 47.36(3) 0.0014(4) 0.0030(2)
0.55 72.46(1) 0.0012(1) 0.0085(8)

Now at higher temperatures, resistivity contribution from electron-phonon scat-

tering ρph becomes the dominant contribution over all other contributions. Thus, resis-

tivity data in the range between 30 K and 100 K were fitted with Bloch-Wilson formula
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for phonon contribution in 3d metals and alloys:

ρ(T ) = ρ0 + Aph

�

T
θD

�3∫ θD/T

0

x3

(ex − 1)(1− e−x)
dx (4.7)

Table 4.5: Fit parameters ρ0, Aph, and Debye temperature θD obtained from the fitting of
resistivity data of Fe1−xAx with Bloch-Wilson formula.

Al concentration ρ0 Aph θD

(x) (µΩ-cm) (µΩ-cm/K3) (K)
0.25 102.40(1) 184.4(6) 282.5(6)
0.30 164.292(6) 97.8(3) 301.9(6)
0.35 284.800(7) 97.3(4) 338.6(9)
0.40 217.350(9) 137.0(8) 350(1)
0.45 92.58(2) 127.3(6) 276(1)
0.50 48.29(2) 141.2(9) 304(1)
0.55 73.70(1) 132.3(5) 260.8(8)

The fits are shown in Figs. 4.9(a)–(g) and the fit parameters are listed in Table 4.5.

The obtained ρ0 values, which are measures of amount of disorder present the samples,

vary as a function of Al concentration similar to ρ(T = 10 K) and RRR shown in Fig.

4.5 giving further support to the scenario we discussed before that the composition

x = 0.35 has highest amount of disorder. The value of Aph has the lowest values in the

composition x = 0.35 which is in accordance to lowest value of RRR in that composition.
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Figure 4.9: (a)–(g) Fits of resistivity data of Fe1−xAlx with Bloch-Wilson formula.
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4.5 Magnetic properties

Temperature dependences of magnetizations of Fe1−xAlx alloys were measured

using VSM and SQUID. VSM was used to measure magnetizations above room temper-

ature while SQUID was used for measurements below room temperature. The tempera-

ture variations of magnetizations are shown in Figs. 4.10(a)–(c). The higher Al compo-

sitions, x = 0.50 and 0.55, were paramagnetic at room temperature, while the others,

the Fe-rich compositions, were ferromagnetic at room temperature. With increasing

Al concentration paramagnetic to ferromagnetic transition temperature TC decreased

gradually. Variation of TC with Al concentrations is shown in Fig. 4.11.
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Figure 4.10: (a)–(c) Temperature variation of magnetization of Fe1−xAlx alloys.

By analyzing the resistivity behaviors of the Fe1−xAlX alloys in Sec. 4.4 we

reached at the following conclusions about their low temperature magnetic state: (i) the

Fe-rich composition x = 0.25 has ferromagnetic phase, (ii) the intermediate composition

x = 0.45 has spin glass phase, and (iii) the higher Al compositions x = 0.50 and 0.55

have mixed phases of ferromagnetic and spin glass characters. In the previous chapter,

we have shown that spin glass phase in the composition x = 0.50 arises due to the

presence of competing magnetic exchange interactions in the disordered A2 phase while

the ordered B2 phase gives rise to a very low temperature magnetically ordered state.

Similar to the composition x = 0.50, the composition x = 0.55 also have short-range
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Figure 4.11: Variation of the paramagnetic to ferromagnetic transition temperature TC of
Fe1−xAlx with Al concentration.

ordered clusters in the disordered background which can be seen from the XRD patterns

shown in Fig. 4.1 and therefore it’s low temperature magnetic state is also expected to

be a mixture of ferromagnetic and spin glass phase. The superlattice reflections are

clearly visible in the XRD patterns of the higher Al compositions x = 0.50 and 0.55

indicating the presence of short-range ordering. While no such superlattice reflections

are visible in the Fe-rich compositions up to x = 0.45, the analysis of resistivity and XRD

patterns showed that the amount of disorder increased up to the composition x = 0.35

and with further increase of Al concentration disordering decreased. These observations

indicate that with increasing Al concentration the low temperature magnetic phase of

the disordered A2 phase of Fe1−xAlx evolves from ferromagnetic to a spin glass state and

the evolution is independent of the amounts of disorder present in the sample, rather a

intrinsic property of the disordered phase as a function of Al concentration.

To confirm the nature of the magnetic states of Fe1−xAlx inferred from resistivity
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analysis, temperature variations of ZFC and FC magnetizations and magnetization–field

isotherms (M–H) at 10 K were measured for the compositions x = 0.25, 0.30,0.45, 0.50,

and 0.55. Temperature variations of ZFC and FC magnetizations are shown in Figs.

4.12(a)–(e) and M–H curves are shown in Figs. 4.13(a)–(e). In the compositions

x = 0.45, 0.50 and 0.55, a bifurcation between ZFC and FC magnetizations was present

at low temperature and the M–H curves were S-type without any sign of saturation in

our measured field range up to 70 kOe which are typical characteristics of a spin glass

system and are in accordance with the conclusion drawn from resistivity analysis. The

composition x = 0.25 did not show any bifurcation between the ZFC and FC magneti-

zations and its temperature dependence of magnetic behavior is clearly in accordance

to that of a ferromagnetic material. The M–H curve also resembles the ferromagnetic

behavior with a saturating behavior and a very small coercivity. Surprisingly, a bifur-

cation was also present at low temperature between ZFC and FC magnetizations in the

composition x = 0.30 indicating glassy behavior in contrast to the ferromagnetic char-

acter we found in resistivity analysis. However, the nature of the bifurcation between

ZFC and FC magnetizations here in the composition x = 0.30 was quite different from

the typical cusp like behaviors observed for a spin glass system as well as different from

the bifurcations present in the higher Al compositions x = 0.45, 0.50 and 0.55. The

M–H curve of the composition x = 0.30, similar to a ferromagnetic material, quickly

reached towards saturation with increasing magnetic field, however, saturation was not

achieved till the highest applied field of 50 kOe. In higher magnetic fields, a very slow

but steady increase of magnetization was present. This indicates that there is a small

amount of competing magnetic interaction is present in the system. This is likely to be

due to the presence of a small amount of DO3 phase, undetectable in XRD study. The

DO3 phase has a low temperature spin glass phase [169, 170] and is likely to occur in

this composition range as it is the thermodynamically most favorable structure.
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4.6 Theoretical analysis

4.6.1 Magnetic exchange interaction parameters

Magnetic exchange interaction parameters of the x = 0.50 composition, calcu-

lated using orbital peeling method, were presented in Sec. 3.5.2. This section describes
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the variation of the magnetic exchange interaction parameters of Fe1−xAlx with composi-

tion. Figs. 4.14(a)–(d) show the variation of magnetic exchange interaction parameters

between the constituent atomic pairs with distance and alloy composition. Magnetic ex-

change interactions between the Al-Al pairs are negligible owing to their non-magnetic

character. Fig. 4.14(a) depicts that the nearest neighbor Fe-Fe interaction decreases

with increasing Al concentration. However, as can be seen from the Fig. 4.14(b), the

nearest neighbor Fe-Al interaction increases as the Al concentration increases. This

observation is in contradiction to earlier reports [171–180] where only the Fe-Fe in-

teraction or an effective magnetic interaction was considered and the interaction was

found to be increasing, linearly or following some empirical formula, with an increase

in Fe concentration. Although the decrease in nearest neighbor Fe-Fe interaction with

increasing Fe concentration appears to be counter-intuitive, this phenomenon is com-

mon to many alloys where a magnetic constituent is mixed with a non-magnetic one.

As the concentration of Al increases, the picture becomes closer to Fe clusters immersed

in a sea of Al. Such a cluster magnetic impurity has higher exchange energy and larger

moment as compared with greater Fe compositions.

The nearest neighbor Fe-Al interaction (shown in Fig. 4.14(d)) is much smaller

than the nearest neighbor Fe-Fe interaction, and even smaller than the interaction be-

tween next nearest neighbor Fe-Fe atoms. However, the number of Fe-Al pair increases

with increasing Al concentration, and accordingly, the significance of this Fe-Al inter-

action term to the effective magnetic interaction of the system increases with Al con-

centration. However, in earlier studies, magnetic interactions between Fe and Al atoms

were never considered separately.

We found that the next nearest neighbor Fe-Fe interactions are ferromagnetic

in our studied composition range (shown in Fig. 4.14(c)). Although earlier Plascak et

al. [173] found that the next nearest neighbor Fe-Fe interaction is antiferromagnetic for

the range of Al concentration between x = 0.35 to x = 0.75, their recent study [176]
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based on effective field theory is in agreement with our observations that first and sec-

ond nearest neighbor Fe-Fe interactions are ferromagnetic for the entire composition

range studied here 0.25 ≤ x ≤ 0.55. However, the third nearest neighbor Fe-Fe inter-

action drops below zero and becomes antiferromagnetic in the higher Al compositions

x ≥ 0.45 alloys. From resistivity analysis, we have seen that the low temperature mag-

netic state evolves from ferromagnetic type to spin glass phase with increasing Al con-

centration and this transition occurs around the Al concentration x = 0.40. Therefore,

the antiferromagnetic third nearest neighbor Fe-Fe interaction in the higher Al compo-

sitions creates a competing magnetic environment in the system which causes magnetic

frustrations and consequently spin glass phase appears at the higher Al compositions.

4.6.2 Magnetic phase diagram

Magnetic properties of the composition x = 0.50 were explored using Monte-

Carlo (MC) simulation with the Ising Hamiltonian and the calculated exchange inter-

actions from first-principles theories are presented in Sec. 3.5.3. This section describes

the magnetic properties obtained from MC simulation, carried out in the same fashion,

for the entire composition range 0.25 ≤ x ≤ 0.55. The only difference is that here we

used RS to generate the random occupation of the constituent atoms corresponding

to the disordered A2 phase. This is because although SQS is superior to RS, as one

moves away from simple fractions, finding structures with desirable correlation param-

eters becomes increasingly difficult as well as computationally expensive. Thus, SQS

losses it’s attractiveness for non-stoichiometric compositions. Variation of paramagnetic

to ferromagnetic transition temperature TC , obtained from the MC simulations, with Al

concentration is shown in Fig. 4.15. Earlier reported experimental values and the values

obtained from our magnetization measurements are also shown in the same figure for

comparison. The TC values obtained from MC simulation agree well with experimental

data near the equiatomic composition. However, as we move away from the equiatomic
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Figure 4.15: Variation of the paramagnetic to ferromagnetic transition temperature TC of
Fe1−xAlx with Al concentration.

composition towards the Fe-rich region, the obtained TC values from MC simulations

deviate from experimental data. This is primarily because as one deviates from the

equiatomic composition for this A2 phase, more number of Fe atoms goes to the anti-

site position where they are surrounded by a larger number of Fe atoms than average

and consequently have a larger moment and higher magnetic exchange energy. This

situation is difficult to simulate and our method is not very efficient in describing this

situation leading to the observed deviations of the MC simulated TC from experimental

data.

4.6.3 Effect of short-range ordering

To complete the investigation, we have also studied the effects of the presence

of short-range ordering on the magnetic transition temperature using MC simulation.
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MC simulations were carried in identical ways to the previous section. Although SQS is

a better choice for this type of situations involving inhomogeneous disorder, they are dif-

ficult and computationally very expensive to generate for non-stoichiometric composi-

tions and for these type of inhomogeneous disorder in non-stoichiometric compositions

it is nearly impossible to get a good SQS. Here the short-range ordering is simulated in a

different way. The crystal structure of the A2 and B2 phase can be decomposed into two

interpenetrating simple cubic structures. In the A2 phase, Fe and Al atoms randomly

occupy the lattice sites in both the simple cubic sublattices and the probability of occu-

pancy at any lattice sites in both the simple cubic sublattices of Fe or Al atoms is equal

to their atomic percentage in the alloy composition. However, when this system orders

(i.e., is in the B2 phase) Fe atoms preferentially occupy one of the two simple cubic sub-

lattices while the Al atoms occupy the other one. To incorporate the ordered B2 phase

into the disordered lattice of A2 phase, first we fixed the ordering fraction of ordered to

disordered phase in the lattice. We considered a pair of lattice sites, one from each of

the two simple cubic sublattices and generated a random number between 0 and 1 for

this pair of lattice sites. If the random number was greater than the value of the order-

ing fraction, the pair of sites were filled up according to the disordered configuration,

otherwise the pair of sites were populated according to ordered configuration.

Fig. 4.16 depicts the variation of TC with ordering fraction at different alloy

compositions. Similar to the effect of short-range ordering on TC found earlier for the

composition x = 0.50 (in Sec. 3.5.3), TC decreased with increasing ordering fraction

in all the studied compositions. For low values of ordering fraction, up to 0.2, the

decrease of TC was almost linear after which it fell faster. This behavior was particularly

noticeable in the Fe-rich compositions.
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Figure 4.16: Variation of TC with ordering fraction at different compositions of Fe1−xAlx .

4.7 Conclusions

Structural, magnetic and transport properties of Fe1−xAlx (0.25 ≤ x ≤ 0.55)

have been described in this chapter. The experimental results are further supplemented

with the first-principles calculations and MC simulations. These studies showed that the

disorder in these alloys increased with Al concentration up to x = 0.35 and with fur-

ther increase of Al concentration the presence of short-range ordered clusters increased

which was most clearly visible from the occurrence of superlattice reflections in the XRD

patterns of the higher Al concentration alloys x = 0.50 and 0.55. The analysis of low

temperature resistivity data and magnetization measurements showed that while the

A2 phase on the Fe-rich compositions has ferromagnetic low temperature state, higher

Al concentrations have a spin glass phase. The presence of short-range ordered clus-
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ters causes a mixed magnetic phase of ferromagnetic and spin glass character for the

compositions x = 0.50 and 0.55. The calculations of magnetic exchange interaction

parameters from first-principles theories further confirmed the conclusions about mag-

netic phases drawn from experimental investigations. The Fe-Fe magnetic exchange

interaction parameters, which is the dominant one in these alloys, have ferromagnetic

character up to fourth nearest neighbor for Al compositions up to x = 0.40. However,

the third nearest neighbor Fe-Fe magnetic exchange interaction drops below zero on

higher Al compositions beyond x = 0.45 which consequently causes a competing mag-

netic environment in the system and drives the system towards a spin glass state. In

these alloys disordering induces magnetism and this is further seen in MC simulations

which showed that paramagnetic to ferromagnetic transition temperature TC decreases

with increasing ordering in the system.
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5 Structural, Magnetic and Transport
Properties of FeAl2−xGax Alloys

5.1 Introduction

In the previous two chapters, we have described disordered cubic Fe-Al alloys

which form on the low and intermediate ranges of Al concentration [42–45]. We have

shown that structural, magnetic and transport properties of the alloys in those concen-

tration regions are strongly influenced by the competition between different structural

phases along with the presence of disorder in the system. In the Al-rich part of the

phase diagram, the intermetallic compound FeAl2 forms [44, 45, 53, 54] which is a

substitutional type disordered alloy. Previous investigations reported various intriguing

structural, magnetic and transport properties of this intermetallic compound and we

intend to study this system closely.

FeAl2 crystallizes into a triclinic structure [54] comprising 19 atoms in the

unit cell as shown in Fig. 5.1. The space group number and Pearson symbol of the

structure are 2 and aP19, respectively. DFT based electronic structure calculations [53,

59, 60] indicate that a MoSi2-type tetragonal structure is energetically more favorable

than the triclinic aP19 phase. However, this hypothetical tetragonal structure has not

been found so far in any experimental investigations. The atomic density in the unit

cell of the aP19 structure is very low which is the primary reason behind its stability

over the theoretically anticipated tetragonal structure [53]. All the lattice sites are fully

occupied by either Fe or Al atoms except two sites corresponding to a Wyckoff position
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5.1: Introduction

Figure 5.1: Arrangement of Fe and Al atoms in the aP19 unit cell of FeAl2.

of multiplicity two (shown in the mixed color of gray and red in Fig. 5.1) which could be

occupied by either of the two atoms [54]. According to Chumak et al. [54], occupancy

probabilities of Fe and Al atoms at these mixed occupancy sites are 0.705 and 0.295,

respectively. This statistical occupancy of Fe and Al atoms creates substitutional disorder

in the aP19 phase of FeAl2.

Magnetic properties of FeAl2 have been explored through various measure-

ments like dc magnetization, ac susceptibility, NMR, neutron diffraction, Mössbauer

etc. by different researchers [55–58]. These measurements revealed that Fe atoms in-

teract among themselves antiferromagnetically. The presence of substitutional disorder,

combined with the antiferromagnetic interactions among the Fe atoms, results in a low-

temperature spin glass state (Tsg ∼ 12 K). Above the spin glass transition temperature

another magnetic transition appears whose nature, whether the transition is spin glass

or antiferromagnetic type, as well as the value of the transition temperature is highly

controversial. From Mössbauer and NMR measurements Chi et al. [56] concluded that

the Fe moments are partially localized which is also surprising for a Fe-based 3d inter-

metallic alloy system.

In the resistivity study of FeAl2, Lue et al. [55] found that the temperature

variation of resistivity depicts a minimum and ρ(T ) ∼
p

T at temperatures below the
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resistivity minimum. Such a temperature dependence of resistivity is generally observed

in disordered bulk alloys where enhanced electron-electron interaction (EEI) gives rise

to the resistivity minimum in competition with the inelastic scattering processes as dis-

cussed in Sec. 1.3.2. However, this aspect was not explored in earlier studies. In

this chapter, we have systematically investigated the structural, magnetic and transport

properties of FeAl2 and the effects of the replacement of Al atoms by iso-electronic Ga

atoms.

5.2 Sample preparation and compositional

characterization

Polycrystalline ingots of FeAl2−xGax (0≤ x ≤ 0.5) were prepared by arc melting

appropriate amounts of high (≥ 99.9%) purity constituent elements and annealed at

1173 K for six days. The compositions obtained from EDX analysis are listed in Table

5.1 which shows the good compositional homogeneity of the prepared ingots with the

average composition close to the target value.

Table 5.1: Compositions of the prepared polycrystalline ingots of FeAl2−xGax as obtained
from EDX measurements.

x
Obtained concentrations (at%)

Fe Al Ga
0.000 30.3(3) 69.7(3) –
0.125 32.9(8) 62.4(6) 4.7(4)
0.250 32.0(5) 59.8(7) 8.2(4)
0.375 31.8(8) 56.2(4) 12.0(6)
0.500 31.2(8) 51.7(8) 17.1(7)
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5.3: Crystal structure

5.3 Crystal structure

XRD patterns of FeAl2−xGax (0 ≤ x ≤ 0.5) were collected with Cu-Kα X-ray

source and are shown in Figs. 5.2(a)–(e). All peaks present in the XRD patterns cor-

respond to the triclinic aP19 phase. The Rietveld refinements of the XRD patterns con-

sidering the aP19 phase of the unit cell are shown in Figs. 5.2 (a)–(e) which show a

good agreement in all compositions. The crystal structure parameters and atomic oc-

cupancies obtained from the refinements are respectively listed in Table 5.2 and Table

5.3. As can be seen from Figs. 5.2(a)–(e), the aP19 phase persisted up to the highest Ga

composition studied here and the theoretically anticipated tetragonal structure was not

found in any of the compositions. This indicates that the triclinic aP19 phase is highly

stable against the formation of the theoretically predicted tetragonal phase. The crystal

structure parameters of FeAl2 agree well that reported earlier by Chumak et al. [54].

The relative change in unit cell volume as a function of Ga concentration is shown in

Fig. 5.2(f) in the form ∆V
V0
×100 where V0 is the unit cell volume at the Ga concentration

x = 0 and ∆V is the change in unit cell volume relative to x = 0. As can be seen from

this figure, the unit cell volume increases with increasing Ga concentration. As the unit

cell volume increases, hybridization between Fe and Al electronic states decreases and

consequently influences the magnetic properties that will be shown in the following

sections.

The atomic occupancies of Fe and Al atoms at the Wyckoff site Fe4A/Al4B,

where the mixed occupancies of Fe and Al atoms occur, in FeAl2 obtained from the

Rietveld refinement were 0.583 ± 7 and 0.417 ± 7, respectively. The obtained atomic

occupancies agree well with that reported earlier by Chumak et al. [54]. The Rietveld

refinements of the XRD patterns of the x 6= 0 compositions reveal that Ga atoms prefer

the Al sites and as can be seen from the Table 5.3, atomic occupancies of Ga atoms at

the Al sites increase with increasing Ga concentration. The Fe4A/Al4B Wyckoff site also
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Figure 5.2: (a)–(e) Experimental XRD patterns of FeAl2−xGax measured using Cu Kα X-
ray source and the Rietveld refinement fits. (f) Relative change in unit cell volume of
FeAl2−xGax (0≤ x ≤ 0.5) as a function of Ga concentration.
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5.3: Crystal structure

Table 5.2: Lattice parameters of FeAl2−xGax obtained from the Rietveld refinements of
XRD patterns.

Ga concentration a b c α β γ χ2

(x) (Å) (Å) (Å) (deg.) (deg.) (deg.)

0.000
4.86403 6.4493 8.7354 87.983 74.445 83.109 1.92

(9) (1) (2) (2) (1) (1)

0.125
4.86656 6.4482 8.7386 87.979 74.387 83.196 3.26

(9) (1) (2) (2) (1) (1)

0.250
4.86577 6.4422 8.7545 87.855 74.346 83.283 2.04

(8) (1) (1) (1) (1) (1)

0.375
4.87104 6.4440 8.7584 87.874 74.286 83.342 2.70

(9) (1) (1) (1) (1) (1)

0.500
4.8727 6.4400 8.7665 87.856 74.226 83.431 4.12

(1) (1) (1) (2) (2) (2)

have a finite probability of occupation for Ga atom along with the Fe and Al atoms in the

x 6= 0 compositions. With our present X-ray diffraction data measured in a laboratory

diffractometer, determination of occupancies of three different atomic species at a single

Wyckoff site is not possible with reasonable accuracy. However, Al concentration in the

structure is always much higher than that of Ga for the composition range explored here

and therefore, in principle, the probability of occupancy of Al atoms should be higher

than that of Ga atoms. In addition, Rietveld refinement of Al atoms together with Fe

instead of Ga often actually lead to poor fit quality compared to when Ga atoms were put

together with Fe ones. Therefore, the occupancies of Fe and Al atoms at the Fe4A/Al4B

site were kept fixed to their ideal values for FeAl2 during Rietveld refinements of the x >

0 compositions. As can be seen from Table 5.3, occupancies of Ga atoms at the Al sites

increases with increasing Ga concentration as expected. In addition to the substitutional

disorder present in the host FeAl2 due to the mixed occupancy of Fe and Al atoms,

the mixed occupancy of Al and Ga atoms at the Al sites creates further substitutional

disorder which increases with increasing Ga concentration.
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5.4: Magnetic properties

Figure 5.3: Views of the arrangement of Fe atoms in the aP19 crystal structure of FeAl2:
(a) in the bc-plane and (b) in the ab-plane.

Another aspect of the aP19 structure is shown in Figs. 5.3(a)–(b) in which

bondings between Fe-Fe pairs are shown up to a distance of 3.5 Å. As can be seen from

the figure, Fe-Fe pairs are mostly connected in the crystallographic bc-plane which in

turn suggests that the interactions among the Fe atoms mostly lie on the crystallographic

bc-plane. The interplaner Fe-Fe magnetic interaction along the crystallographic a-axis

occurs only through a single Fe-Fe pair. Along with such low-dimensional character, the

magnetic structure is frustrated as can be seen from the base sharing triangle at the

center of the bc-plane.

5.4 Magnetic properties

5.4.1 DC magnetization

Temperature variations of ZFC and FC magnetizations of FeAl2−xGax (0 ≤ x ≤

0.5) alloys, measured at an applied magnetic field of H = 1 kOe, are shown in Fig.

109



5.4: Magnetic properties

0 50 100 150 200 250 300

50

100

150

200

250

300
Tsg

x = 0.500

x = 0.375

x = 0.250

x = 0.125

H = 1 kOe
 ZFC 
FC

 

T*

M
 (m

em
u/

gm
)

Temperature (K)

TN

x = 0.000

Figure 5.4: Temperature variations of ZFC and FC magnetizations of FeAl2−xGax measured
at H = 1 kOe. Graphs are successively shifted upward from the x = 0.5 composition data
by 30 on the Y-scale for clarity.

5.4. Characteristic behaviors of the ZFC and FC magnetizations were identical in all

compositions except for x = 0. Previous studies reported a low-temperature spin glass

state of FeAl2 at Tsg ∼ 12 K [55–58]. Consistent with that, we also found a rounded

peak at T ∼ 12 K in the ZFC magnetization of FeAl2 below which a bifurcation appeared

between the ZFC and FC magnetizations. As discussed in Sec. 1.3.3, the presence of

this type of peak in ZFC magnetization along with a bifurcation between ZFC and FC

magnetization at temperatures below the peak are typical signatures of a spin glass

transition. Similar rounded peak in the ZFC magnetizations at low temperatures and

bifurcation between ZFC and FC magnetizations were present in all compositions which

substantiate that the spin glass state of FeAl2 persisted up to the highest Ga compositions

studied here. As can be seen from Fig. 5.4, the spin glass transition shifted to lower

temperatures with increasing Ga concentration.

Above Tsg , another transition (shown with vertical red arrows in Fig. 5.4) ap-

peared at temperature TN (TN > Tsg) in all compositions. This transition at TN appeared
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as a small hump in the composition x = 0 and gradually evolved into a prominent peak

as the Ga concentration was increased. TN shifted to higher temperatures with increas-

ing Ga concentration. ZFC and FC magnetizations did not show any irreversibility on

passing through TN which substantiates that this transition was not a gradual spin freez-

ing one like the one present at temperature Tsg . Magnetization value also decreased as

the Ga concentration was increased. This decrease in magnetization value, combined

with the increase of TN and the decrease of Tsg with increasing Ga concentration, indi-

cates the gradual relieving of magnetic frustration of the system.

While only Tsg and TN were present in the x 6= 0 compositions, the x = 0 com-

position had another magnetic transition at T ∗ (shown with a black downward arrow

in Fig. 5.4) in between Tsg and TN (Tsg < T ∗ < TN). A bifurcation between ZFC and FC

magnetizations (shown in Fig. 5.5) was also present at temperatures near T ∗. Gener-

ally, bifurcation between ZFC and FC magnetizations progressively increases on lower-
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Figure 5.5: Temperature variations of ZFC and FC magnetizations of FeAl2 (x = 0) around
the magnetic transition at T ∗.
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5.4: Magnetic properties

ing temperature below Tsg for a spin glass transition. However, the bifurcation between

ZFC and FC magnetizations below T ∗ remained almost constant down to Tsg . Similar

observation was also made by Jagličić et al. [58] which indicates that the magnetic

transition at T ∗ is different from a spin glass transition. Earlier studies of Mössbauer

and neutron diffraction indicated antiferromagnetic nature of this transition although

the value of TN did not agree among them [56, 57]. Our magnetization measurements

indicate that two successive magnetic transitions were present at T ∗ and TN in FeAl2,

whereas those previous studies reported only one magnetic transition. From the above

discussions we can infer that the previous studies detected either of these transitions

(i.e., at T∗ or TN) which resulted in the disagreement between reported values of TN .

We therefore further explored the characteristic behaviour of the magnetic transition at

T ∗ in FeAl2 (x = 0) through ac susceptibility, M-H curves and field dependence of T ∗ in

dc magnetization.

The paramagnetic region of the ZFC magnetization curves of FeAl2−xGax mea-

sured at H = 1 kOe were fitted with Curie-Weiss law:

χ(T ) = χ0 +
C

T − θ
(5.1)

where χ0 is the temperature independent part of the susceptibility, C is the Curie-Weiss

constant and θ is the Curie-Weiss temperature which indicates the nature of magnetic

Table 5.4: Values of χ0, µFe and θ obtained from the fitting of MZ FC(T ) of FeAl2−xGax
measured at H = 1 kOe with Curie-Weiss law.

Ga concentration χ0 µFe θ
(x) (emu gm−1 Oe−1) (µB) (K)

0.000 6.67(1) × 10−6 2.756(1) -20.07(7)
0.125 2.50(2) × 10−6 2.956(1) -30.15(8)
0.250 2.08(3) × 10−6 3.103(2) -31.3(1)
0.375 1.77(2) × 10−6 3.241(1) -44.97(8)
0.500 5.6(2) × 10−7 3.180(1) -57.5(1)
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Figure 5.6: Curie-Weiss (CW) fit of ZFC magnetizations of FeAl2−xGax measured at H = 1
kOe.

interactions in the system. While a positive value of θ indicates ferromagnetic inter-

action, negative value indicates antiferromagnetic interaction. The Curie-Weiss fits of

the ZFC magnetizations (H = 1 kOe) are shown in Fig. 5.6 and the fit parameters are

listed in Table 5.4. We found that the value of θ is negative in all compositions suggest-

ing antiferromagnetic nature of the spin interaction which is consistent with the earlier

reports of FeAl2 [55–58]. As can be seen from Table 5.4, |θ | steadily increases with

Ga concentration which indicates the enhancement of antiferromagnetic interaction as

more and more Ga replaces Al. The value Fe magnetic moment, µFe, in the composition

x = 0 agrees well with the previous reports [55–58]. The increase of µFe with increasing

Ga concentration is due to the increase of unit cell volume which decreases the over-

lap between Fe and Al electronic states and thereby enhances the effective Fe magnetic
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Figure 5.7: (a)–(c) Temperature dependences of the ZFC dc magnetic susceptibilities of
FeAl2−xGax measured at different applied fields. In the enlarged views of the figures (a),
(b) and (c) around Tsg , the graphs are shifted upward on the Y-scale successively from the
H = 1 kOe data by 0.008, 0.005, and 0.002, respectively, for clarity.

Temperature variations of ZFC dc magnetic susceptibilities of FeAl2−xGax for

different applied field strengths are shown in Figs. 5.7(a)–(c). The enlarged views
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around Tsg are shown in the inset graph of Figs. 5.7(a)–(c) which show that the spin

freezing temperature Tsg shifts to lower temperatures along with a gradual destruction

of the peak as the external field increases. This smearing of the spin glass peak and

gradual destruction with increasing magnetic field are also typical of a spin glass system.

Field dependence of spin freezing temperature Tsg can be expressed as [28,

181–183]:

H∝
�

1−
Tsg(H)

Tsg(0)

�n

(5.2)

The value of the exponent n differentiates two different scenarios. For Ising type spin

glass, n = 3
2 and the critical line is called Almeida-Thouless (AT) line [182]. This sep-

arates an infinite range Ising spin glass in temperature and field from a paramagnetic

phase. For isotropic Heisenberg spin glass, n= 1
2 separates the freezing of transverse de-

grees of freedom in temperature and field, and the critical line is called Gabay-Thouless

(GT) line [183]. The variation of Tsg of FeAl2−xGax with field and the fitting with Eq.

5.2 is shown in Figs. 5.8(a)–(b). We found that variation of Tsg with H best fits with

n= 3
2 indicating the collinear nature of SG.
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Figure 5.8: (a)–(b) Magnetic field dependences of the spin glass transition temperature
Tsg of FeAl2−xGax .

The enlarged view of the temperature dependences of the ZFC dc magnetic
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Figure 5.9: (a)–(c) The enlarged view of the temperature dependence of the ZFC dc mag-
netic susceptibilities of FeAl2−xGax at different magnetic fields around the antiferromag-
netic transition.

susceptibilities at different applied field strengths around the antiferromagnetic transi-

tion are shown in Figs. 5.9(a)–(c). As the applied field increased, the antiferromagnetic

transitions got gradually suppressed and at H = 5 T, they nearly disappeared in all com-

positions. This destruction of the antiferromagnetic phase at this comparatively low

field manifests the weak nature of the antiferromagnetic ordering in FeAl2−xGax .

Fig. 5.10 shows the variation of ZFC dc magnetic susceptibility of FeAl2 with

temperature at different applied field strength around the temperature T ∗. With in-

creasing applied field strength, the peak was gradually suppressed and at H = 5T, got

nearly destroyed. This variation of T ∗ with applied field strength is similar to the one

observed at TN and demonstrates the similarity of T ∗ with TN , rather than with Tsg .

Magnetization–field (M–H) isotherms of FeAl2−xGax measured at T = 2 K in

the field range -50 kOe to +50 kOe are shown in Fig. 5.11(a). Fig. 5.11(b) shows

the enlarged view of the M–H curves around the origin. M–H curves did not saturate

even in the highest applied field of 50 kOe. FeAl2−xGax alloys have spin glass phase at

temperatures where these M–H curves were measured. In the spin glass phase, local

anisotropy prevents the frozen-in moments from aligning along the applied field direc-

tion and thereby makes the saturation of M–H curve very difficult to attain. Therefore,
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Figure 5.10: Temperature variation of ZFC dc magnetic susceptibility of FeAl2 (x = 0) at
different applied field around T ∗.

-40 -20 0 20 40
-8

-6

-4

-2

0

2

4

6

8

-2 -1 0 1 2
-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

(a)
    x = 0.000
    x = 0.125
    x = 0.250
    x = 0.375
    x = 0.500

 

 

M
 (e

m
u/

gm
)

H (kOe)

T = 2 K T = 2 K

(b)
    x = 0.000
    x = 0.125
    x = 0.250
    x = 0.375
    x = 0.500

 

 

M
 (e

m
u/

gm
)

H (kOe)

Figure 5.11: (a) M–H curves of FeAl2−xGax measured at T = 2 K and (b) enlarged view of
the M–H curves near the origin.

the non-saturating behavior of the observed M–H curves of FeAl2−xGax at T = 2 K are

consistent with the properties of a spin glass phase. A small hysteresis is also present

in all the compositions which is also typical of a spin glass system and arises from the

time dependence of the isothermal remanent magnetization. Magnetization value, as
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Figure 5.12: M–H curves of FeAl2−xGax measured at temperatures below TN . Inset show
the enlarged view of the M–H curves near the origin.

well as the coercive field, decreases with increasing Ga concentration which manifests

the growing antiferromagnetic character of the alloys as Ga concentration increases.

Fig. 5.12 shows the M–H curves of FeAl2−xGax below the antiferromagnetic

transition. These curves also did not saturate even to the highest applied field of 50

kOe and were linear up to the highest applied field. In addition, as can be seen from the

inset figure, hysteresis behavior was absent in all compositions. Such linear-like M–H

curves are the characteristic behavior of an antiferromagnetic system. The absence of

hysteresis behavior also demonstrates the absence of uncompensated antiferromagnetic

moments, the presence of spin impurities and the presence of ferromagnetic coupling

at this temperature range.

Fig. 5.13 shows the M–H behaviour of FeAl2 around the magnetic transition at

T ∗. As can be seen, the M–H behavior below T ∗ is identical with that below TN . M–H

curve remained linear up to the highest applied field of 50 kOe and no hysteresis was
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Figure 5.13: (a) M–H curve of FeAl2 (x = 0) measured around T ∗. Inset show the enlarged
view of the M–H curves near the origin

present as can be seen from the inset graph. These behaviors further confirm that the

similarity between T ∗ and Tsg .

5.4.2 AC susceptibility

Temperature and frequency dependences of ac susceptibilities of FeAl2−xGax

are shown in Figs. 5.14(a)–(c). As can be seen from the figures, characteristic behaviors

of the ac susceptibilities are similar to the dc magnetizations shown in Fig. 5.4 and the

transition temperatures TN and Tsg are also clearly identifiable.

The enlarged view of the ac susceptibilities around Tsg are shown in separate

inset graphs in Figs. 5.14(a)–(c). The cusp like behavior of ac susceptibility expected

for a spin glass transition is present in all compositions. The cusp also shifts to higher

temperatures with increasing frequency of ac field in all cases which is also a typical
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Figure 5.14: (a)–(c) Temperature and frequency dependences of the real part (χ ′) of ac
susceptibility of FeAl2−xGax . Insets of (a), (b), and (c) show the frequency dependence of
χ ′ around the spin glass transition Tsg and dχ ′/dT around the antiferromagnetic transition
TN .
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characteristic of a spin glass system. The values of φ (= ∆Tsg/(Tsg log f )), which is a

quantitative measure of the shift of Tsg with frequency f , were found to be 0.079, 0.061

and 0.068 for the compositions x = 0.00,0.25 and 0.50, respectively. These values of φ

are similar to those of localized moment spin glass systems [26]. In a previous study

Chi et al. [56] concluded that Fe moments in FeAl2 are partially localized. Therefore,

the values of φ we obtained indicating the localized nature of Fe magnetic moments in

these alloys are in accordance with the previous studies.

AC susceptibilities did not show any sharp maximum around TN similar to dc

magnetizations. Only a broad hump or inflection point could be visible in this region.

Frequency dependence of the corresponding magnetic transition at TN could not be de-

termined in the absence of a clear local maximum. However, dχ ′/dT shows maximum

at TN . dχ ′/dT of FeAl2−xGax around TN at different frequencies are shown in separate

inset graphs in Figs. 5.14(a)–(c). As can be seen from these figures, the maximum

in dχ ′/dT does not show any frequency dependent shift in temperature in any of the

compositions and further confirms the antiferromagnetic nature of this transition at TN .

In addition, similar to dc magnetizations, a hump at T ∗ is present in the ac
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Figure 5.15: Frequency dependence of dχ ′/dT in FeAl2 (x = 0) around the magnetic
transition at T ∗.
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susceptibilities of the composition x = 0 (i.e., FeAl2). dχ ′/dT around T ∗ at different

frequencies are shown in Fig. 5.15. Similar to the behaviour of dχ ′/dT around TN ,

dχ ′/dT around T ∗ does not show any frequency dependent shift of T ∗ and indicate the

identical nature of the magnetic transitions at TN and T ∗.

5.5 Specific heat

Temperature variation of specific heat CP is shown in Fig. 5.16 that shows a

small hump at the antiferromagnetic transition temperature TN in all compositions.
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Figure 5.16: Temperature variations of CP/T of FeAl2−xGax .

In normal metallic systems, the total specific heat (CP) comprises contributions

of electronic specific heat (Celec) from conduction electrons of the system and lattice

specific heat (Clat) from atomic vibrations. At low temperature, Celec = γT , where γ is

related to electronic density of states at Fermi level D(EF) as γ = π2k2
B D(EF )
3 , constitutes a
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significant portion of CP . The temperature dependence of Clat is given by Debye model:

Clat = 9NkB

�

T
θD

�3∫ θD/T

0

x4ex

(ex − 1)2
dx (5.3)

where N is the number of atoms in the solid, kB is the Boltzmann constant and θD is the

Debye temperature. At low temperature T � θD , Eq. 5.3 can be written as:

Clat =
12NkBπ

4

5

�

T
θD

�3

(5.4)

Therefore, at low temperature T � θD, the total specific heat CP can be expressed as:

CP(T ) = γT + βT 3 (5.5)

where β = 12NkBπ
4

5θ3
D

.

In addition to Celec and Clat , CP also contains the magnetic contribution Cmag

which changes when the system goes through a magnetic phase transition. From the

magnetic properties discussed in Sec. 5.4, it is now clear that the magnetic states of

the FeAl2−xGax (0≤ x ≤ 0.5) alloys are spin glass at low temperature and they are anti-

ferromagneic in the intermediate temperature range. The magnetic part of the specific

heat, Cmag , can be extracted by subtracting Clat and Celec from CP . We fitted the specific

heat data of FeAl2−xGax above Tsg but below 25 K with Eq. 5.5 to estimate Celec and

Table 5.5: Values of γ and θD obtained from the fitting of specific heat data of FeAl2−xGax
with Eq. 5.5.

Ga concentration γ θD

(x) (mJ mol−1 K−2) (K)
0.000 27.5(9) 412(3)
0.125 25.7(3) 389(1)
0.250 28.0(3) 369.7(7)
0.375 24.9(4) 358.6(8)
0.500 22(1) 344(2)
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Figure 5.17: Cp/T vs. T of FeAl2−xGax at low temperatures and fit with Eq. 5.5.

Clat . The fits are shown in Fig. 5.17 and the obtained parameters are listed in Table

5.5. The obtained value of θD = 412 K for the composition x = 0 (i.e. FeAl2) agrees well

with the value reported earlier by Chi et al. from NMR measurement. The estimated

values of Celec and Clat were then subtracted from the specific heat data to obtain Cmag

at low temperature. The temperature variations of so obtained Cmag are shown in Figs.

5.18(a)–(e). A broad maximum is present around Tsg in all compositions. The pres-

ence of this broad maximum in Cmag around Tsg is a characteristic feature of spin glass

systems.

The antiferromagnetic transitions in FeAl2−xGax are at a considerably higher

temperature where CP contains a sizable non-linear contribution. The values of Celec

and Clat obtained from the fit of low temperatures specific heat data with Eq. 5.5 can-

not be used to extract Cmag around TN . An alternate procedure of extracting Cmag is

to compare CP data to that of a non-magnetic reference substance of identical crystal

structure. However, to the best of our knowledge, no such non-magnetic analog of
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Figure 5.18: (a)–(e) Temperature variations of Cmag of FeAl2−xGax at low temperatures.
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Figure 5.19: (a)–(d) Cmag around the antiferromagnetic transition TN of FeAl2−xGax .

FeAl2−xGax is known at present. The extraction of Cmag around the antiferromagnetic

transition of FeAl2−xGax thus seems almost impossible due to the above difficulties.

However, the crystal structure of FeAl2−xGax remains unaltered with the variation of

Ga concentration in the concentration range 0 ≤ x ≤ 0.5 while the antiferromagnetic

transition temperature TN shifts to higher temperatures. In addition, the temperature

variation of Cmag is generally a λ-type peak across antiferromagnetic transition for which

it rapidly decreases to zero above the transition. Therefore, from the above facts we can

infer that the specific heat of the composition x = 0 has mainly phonon contribution in

the temperature range where the x > 0 compositions have their antiferromagnetic tran-

sition and we can extract Cmag of the x > 0 compositions around the antiferromagnetic

transition by subtracting the specific heat data of the x = 0 composition. The varia-

tions of so obtained Cmag of the x > 0 compositions with temperature are shown in the

Figs. 5.19(a)–(d). A peak corresponding to the antiferromagnetic transition is clearly
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discernible in all the compositions.

Here it should be noted that Cmag obtained by the above procedure is approx-

imate only. There certainly are short-range magnetic ordering above TN in the x = 0

composition and as well as in the x 6= 0 compositions which contributes to the specific

heat. Also, in the above procedure, the extraction of Cmag of the x = 0 composition is

not possible. However, even with all these limitations, the antiferromagnetic transition

of the x 6= 0 compositions could be seen from the temperature variation of Cmag . The

variation of TN , obtained from the temperature variation ZFC magnetization and Cmag ,

with Ga concentration is shown in Fig. 5.20 which also highlights good agreement in

the obtained values of TN from magnetization and specific heat data.
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Figure 5.20: Variation of TN , obtained from the temperature variations of ZFC magnetiza-
tion MZ FC and Cmag , and Tm with the Ga concentration in FeAl2−xGax .
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5.6 Resistivity

Electrical resistivities (ρ) of the FeAl2−xGax (0≤ x ≤ 0.5) alloys were measured

in the temperature range 4 K – 300 K. The temperature variations of ρ of FeAl2−xGax

are shown in Fig. 5.21 in the normalized form r(T ) = ρ(T )/ρ(T = 4 K). The values of

ρ at T = 4 K are listed in Table 5.6.

Table 5.6: Resistivity (ρ) values of FeAl2−xGax at T = 4 K.

Ga concentration ρ(T = 4 K)
(x) (µΩ-cm)

0.000 809(20)
0.125 1455(59)
0.250 1532(47)
0.375 1167(33)
0.500 1695(64)

ρ as a function of temperature shows a minimum in all compositions as shown

in Fig. 5.21. The variation of Tm, the temperature at which the resistivity minimum

appears, with Ga concentration is shown in Fig 5.20. The most astonishing observation

is that Tm ≈ TN , i.e., the resistivity minimum occurred concomitantly with the antiferro-

magnetic transition.

Resistivity minimum in disordered alloys could arise due to a variety of reason

(e.g., weak localization, Kondo effect etc. as discussed in Sec. 1.3), however, the

simultaneous antiferromagnetic transition is quite unexpected. Out of these alloys, only

resistivity of the composition x = 0 (i.e., FeAl2) have been studied before by Lue et al. In

their study, Lue et al. also found that a resistivity minimum appears in the temperature

variation of resistivity of FeAl2 and reported that Tm ≈ 43 K which agrees well with the

value (≈ 46 K) that we found here in this study.

Kondo effect, as discussed in Sec. 1.3.4 is one of the most common reasons

which causes resistivity minimum at low temperatures in metals due to scattering of
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Figure 5.21: Electrical resistivity of FeAl2−xGax as a function of temperature. The vertical
arrows indicate Tm, the temperature at which the resistivity minima appears. Graphs are
successively shifted from the x = 0.5 composition data by 0.03 on the Y-scale for clarity.

conduction electrons by isolated and dilute magnetic impurities. In such a scenario,

ρ(T ) ∼ ln(T ) at temperatures below Tm. However, Lue et al. [55] reported that ρ(T ) ∼
p

T below Tm in the composition x = 0. We also found that ρ(T ) ∼
p

T (shown in Fig.

5.22) in all the compositions which are in accordance with the observation made by

Lue et al. These observed temperature variations of resistivity are in marked contrast

to what expected for Kondo effect and therefore the possibility that Kondo effect is the

origin of resistivity minimum in FeAl2−xGax can be discarded and we must look into

other effects for which a resistivity minimum could appear in disordered bulk alloys.

Quantum corrections in conductivity arising out of weak localization (WL) and

disorder-enhanced electron-electron interactions (EEI) in disordered solids are other

possible reasons as discussed in Sec. 1.3.2. The contribution to resistivity from EEI ef-
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fect (ρEEI) due to diffusive motion of electrons causes an resistivity upturn which is pro-

portional to
p

T (i.e, ρEEI ∼
p

T). The temperature variation of resistivity contribution

from WL effect (ρW L) is linearly related to T p/2 where the index p depends on the inelas-

tic scattering mechanism that dominates the given temperature range. p = 2 when the

inelastic electron scattering is dominated by electron-electron scattering and p = 3 when

electron-phonon scattering is the dominant inelastic scattering process. Both these two

mechanisms of quantum corrections generally coexist in disordered solids. However,

ρEEI dominates over ρW L at low temperatures since the value of the index p in ρW L is

always greater than one in three-dimensional solids. The observation made by Lue at al.

as well as our observation of the temperature variation of resistivity at low temperature

(shown in Fig. 5.22) indeed indicates the dominance of ρEEI in FeAl2−xGax at very low

temperatures. Therefore, the resistivity data of FeAl2−xGax at low temperature were

fitted with the equation below:

r(T ) = r0 − aEEI

p
T (5.6)

where ρ0 = r0ρ(T = 4 K) is the temperature independent part of the resistivity and

aEEIρ(T = 4 K) is the coefficient of the EEI effects induced resistivity. The fits are shown

in Fig. 5.22 and the parameters obtained from the fit are listed in Table 5.7. As can

be seen from Fig. 5.22, ρEEI almost entirely accounts for the resistivity of FeAl2−xGax

nearly up to 20 K.

Table 5.7: Values of the parameters r0 and aEEI obtained from the fitting of Eq. 5.6 with
resistivity data of FeAl2−xGax .

Ga concentration (x) Fit range r0 aEEI

0.000 4 K – 20 K 1.0103(2) 0.00493(6)
0.125 4 K – 20 K 1.0112(1) 0.00544(4)
0.250 4 K – 20 K 1.0115(1) 0.00570(3)
0.375 4 K – 20 K 1.01095(9) 0.00544(2)
0.500 4 K – 20 K 1.0108(2) 0.00548(4)
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Figure 5.22: Variations of ρ of FeAl2−xGax with
p

T at low temperatures and the fit with
electron-electron interactions induced resistivity ρEEI . Graphs are successively shifted from
the x = 0.5 composition data by 0.03 on the Y-scale for clarity.

With increasing temperature, the dominance of ρW L over ρEEI gradually in-

creases as the exponent of T in the expression of ρW L is larger than that in ρEEI .

The change from ρEEI dominated region to ρW L dominated region can be seen from

the deviation of ρ(T ) from the
p

T dependence in Fig. 5.22 and from the change

of slope in resistivity curve shown in Fig. 5.21. The underlying scattering processes

of ρW L and ρEEI are elastic in nature. In addition to these elastic scatterings of elec-

trons, we also have the inelastic scattering processes like electron-electron, electron-

phonon, spin-orbit scattering. As the temperature increases, the rate of these inelastic

scattering processes increases. These inelastic scatterings destroy the phase coherence,

and therefore electron localization gradually dies out with increasing temperature and
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5.6: Resistivity

the classical Boltzmann (ballistic) transport behavior gets restored above the resistivity

minimum. In normal metals, dominant inelastic scattering contributions to resistivity

come from electron-electron (ρe−e) and electron-phonon (ρe−ph) inelastic scattering pro-

cesses. While ρe−e dominates over ρe−ph at low temperatures, the role gets reversed at

intermediate and high temperatures. In presence of a strong electron correlation, ρe−e

dominates over ρe−ph up to a significantly higher temperature. The role of electron cor-

relation in determining the physical properties of Fe-Al alloy system evolves as the Al

concentration changes. On the Fe-rich part of the phase diagram, electron correlation

effects are nearly insignificant for the temperature range in which we have measured

the resistivity in this study. As the Al concentration increases, electron correlation effects
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Figure 5.23: Temperature variation of ρ of FeAl2−xGax at temperatures between the re-
sistivity minimum and ρEEI dominated region, and the fit with Eq. 5.7. Graphs are succes-
sively shifted from the x = 0.5 composition data by 0.03 on the Y-scale for clarity.
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5.6: Resistivity

Table 5.8: Values of the parameters r0, aW L and ae−e obtained from the fitting of resistivity
data of FeAl2−xGax using Eq. 5.7.

Ga concentration (x) Fit range r0 aW L ae−e

0.000 – – – –
0.125 27.5 K – 50 K 0.9938(7) 4.4(4) × 10−4 1.3(5) × 10−6

0.250 30 K – 55 K 0.9944(7) 5.1(4) × 10−4 2.3(4) × 10−6

0.375 30 K – 57.5 K 0.9944(4) 5.1(2) × 10−4 3.6(2) × 10−6

0.500 30 K – 60 K 0.9919(6) 3.9(3) × 10−4 1.8(3) × 10−6

become increasingly important. It’s role in determining the magnetic ground state of

equiatomic B2 FeAl have garnered significant debate which still continues [133, 134].

On the Al-rich part of the Fe-Al phase diagram, the intermetallic compound Fe2Al5 has a

large electronic specific heat coefficient (83 mJ mol−1 K−2) [184]. Consistent with these

reports, we also found that the value of electronic specific heat coefficient γ∼ 25 mol−1

K−2 (as discussed in Sec. 5.5) in FeAl2−xGax which is an order of magnitude larger than

typically expected for a normal 3d intermetallic system. Therefore, resistivity data in

the temperature range below the resistivity minimum but above the ρEEI dominated

region were fitted considering contributions of ρW L ∼ T p/2 and ρe−e ∼ T 2:

r(T ) = r0 − aW L T p/2 + ae−eT
2 (5.7)

where aW Lρ(T = 4 K) is the coefficient of the weak localization correction to resistivity

and ae−eρ(T = 4 K) is the coefficient of inelastic electron-electron scattering induced

resistivity. Fits of resistivity data with the above considerations are shown in Fig. 5.23

which depicts a good agreement. The parameters obtained from the fitting are tabu-

lated in Table 5.8. The temperature range between the resistivity minimum and ρEEI

dominated region is very small, particularly in the composition x = 0. This precludes

such a fit with reliable fitting parameters for the composition x = 0.

Normalized resistivity r(T ) = ρ(T )/ρ(T = 4 K) of FeAl2−xGax above Tm is

shown in Fig. 5.24 in the scale of T2 which depicts a linear relation between r(T )
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5.6: Resistivity

and T 2. However, T2 dependence of resistivity at this temperature range has a different

origin than inelastic electron-electron scatterings described for the intermediate temper-

ature range. Such inelastic electron-electron scatterings are in general not the dominat-

ing contributions over inelastic electron-phonon scattering at this high temperatures. In

this region of temperature, inelastic electron-phonon scattering induced resistivity ρe−ph

should be so large that it would dominate over any other contributions present in the

system. In ordered metals and alloys, ρe−ph is known to vary with temperature as T5

(Bloch–Grüneisen formula) or T3 (Bloch–Wilson formula when s-d electron scattering

is present such as in transition metal and alloys) for T � θD. However, when electrons

scatter from the potential of a disordered lattice, such as in amorphous and disordered
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Figure 5.24: Temperature variations of ρ of FeAl2−xGax above the resistivity minimum
and the fit with inelastic electron-phonon scattering induced resistivity ρe−ph. Graphs are
successively shifted from the x = 0.5 composition data by 0.03 on the Y-scale for clarity.
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alloys, the temperature dependence of resistivity is given by diffraction model which

can be expressed as [185–189]:

re−ph(T ) = a1 + a2 exp

�

− 8a3

�

T
θD

�2∫ θD/T

0

zdz
ez − 1

�

(5.8)

where a1 and a2 are given by the static structure factor S0(2kF) (kF is the Fermi wave

vector) as S0(2kF) = 1+ a1
a2

and a3 =
3ħh2k2

F
2MkBθD

(M is the atomic mass). For T < θD, Eq. 5.8

can be approximated to show that re−ph ∼ T 2. Therefore, resistivity of FeAl2−xGax above

the resistivity minimum were fitted with equation:

r(T ) = r0 + ae−phT 2 (5.9)

where ae−phρ(T = 4 K) is the coefficient of inelastic electron-phonon scattering induced

resistivity. The fits are shown in Fig. 5.24 and the parameters obtained from the fits are

listed in Table 5.9.

Table 5.9: Values of the parameters r0 and ae−ph obtained from the fitting of resistivity
data of FeAl2−xGax using Eq. 5.9.

Ga concentration (x) Fit range r0 ae−ph

0.000 56.5 K – 100 K 0.97538(7) 2.62(1) × 10−6

0.125 80.5 K – 120 K 0.96253(5) 1.672(5) × 10−6

0.250 83.5 K – 122.5 K 0.96127(6) 1.423(6) × 10−6

0.375 83.5 K – 118 K 0.96453(6) 1.812(5) × 10−6

0.500 89.5 K – 126.5 K 0.96389(8) 1.099(6) × 10−6

5.7 Magnetoresistivity

WL and EEI effects both cause an increase in resistivity at low temperatures.

The distinction between these two effects from the temperature variation of resistivity

alone is then often ambiguous. However, WL and EEI effects have drastically differ-
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5.7: Magnetoresistivity

ent responses to an applied magnetic field and therefore magnetoresistance (MR) can

be used differentiate these two effects [190]. As discussed in Sec. 1.3.2, weak local-

ization arises because of the constructive quantum interference between two counter-

propagating electron waves traveling in a closed loop. In presence of a magnetic field,

they acquire an extra phase difference which suppresses the interference effect. As the

interference effect gets suppressed, resistivity increment due to weak localization be-

comes less when an external magnetic field is present, as compared to when there is no

applied magnetic field. As a result, WL contribution to the magnetoresistance is neg-

ative and magnetoconductivity ∆σ(H, T ) = σ(H, T ) − σ(0, T ) for bulk systems can be

expressed as [191, 192]:

�

∆σ(H, T )
�

W L
=

e2

2π2ħh

√

√ eH
ħhc

f (z) (5.10)

where z = ħhc
4eH L2

Th
, LTh =

p

Dτin is the Thouless length (τin is the mean free time for

inelastic collision and D is the diffusion coefficient) and

f (z) =
∞
∑

n=0

�

2
�p

n+ z + 1−
p

n+ z
�

−
1

p

n+ z + 1/2

�

(5.11)

In case of a weak magnetic field, z� 1 and then f (z) is given by:

f (z) =
1
48

z−3/2 (5.12)

However, in the limit of strong magnetic field z � 1 and then f (z) = 0.605. For strong

magnetic field, ∆σ(H, T ) is then can be written as:

�

∆σ(H, T )
�

W L
= 0.918

p
H mho/cm (5.13)

when H is expressed in kOe.

On the other hand, magnetoresistance contribution of EEI effect is positive
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5.7: Magnetoresistivity

which comes from the splitting of spin-up and spin-down bands. Application of mag-

netic field causes spin splitting of the triplet state corresponding to Sz = ±1 of interacting

electrons and introduces a gap gµBH between the lowest unoccupied spin-up electron

and highest occupied spin-down electron. This spin splitting increases the resistivity of

the system, and thereby produces positive magnetoresistance. ∆σ(H, T ) for EEI effect is

given by [24]:
�

∆σ(H, T )
�

EEI
= −

e2 F̃σ
4π2ħh

√

√ kB T
2Dħh

f (h) (5.14)

where h = gµBH
kB T . For bulk systems in strong (h� 1) and weak (h� 1) weak magnetic

field, f (h) is given by:

f (h) =











p
h− 1.3 (h� 1)

0.053h2 (h� 1)
(5.15)

From Eq. 5.13 and Eq.5.15, it is now clear that in case of a strong magnetic

field, magnetoresistance contributions of both the WL and EEI effects vary linearly with
p

H. However, while the contribution of WL effect is negative EEI effect gives positive

contribution to magnetoresistance.

The goal of this section is to find out whether weak localization is the origin

of the resistivity minima in FeAl2−xGax . As can be seen from Fig. 5.22, resistivity

of FeAl2−xGax is dominated by EEI effects below 20 K. Therefore, magnetoresistances

were measured above 20 K to avoid appreciable contributions from the EEI effects.

The variation of ∆σ of FeAl2−xGax with
p

H in high magnetic field region at several

temperatures and their linear fit are shown in Fig. 5.25. First, all the ∆σ are positive

which substantiates that weak localization caused the observed resistivity minima in

FeAl2−xGax . The obtained slope of the fitted curves are 0.77 for x = 0.5 at T = 60 K,

1.00 for x = 0.5 at T = 40 K, 1.31 for x = 0.25 at T = 35 K and 3.48 for x = 0 at T = 28

K which are close to the value expected according to Eq. 5.13 for magnetoconductivity

variation due to weak localization at high magnetic field. However, the value for the
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Figure 5.25: Variation of ∆σ with
p

H in FeAl2−xGax and straight line fit to the data.
Graphs are successively shifted from the x = 0.50 at T = 60 K data by 0.15 on the Y-scale
for clarity.

composition x = 0 shows large deviation from the expected value which might be due

to the proximity of another magnetic transition at T∗ ∼ 32 K.

5.8 Conclusions

In this chapter structural, magnetic and transport properties of FeAl2−xGax

(0 ≤ x ≤ 0.5) have been discussed in details. Analysis of the XRD patterns showed

that when Ga atoms are added to the triclinic aP19 structure of FeAl2, they preferably

occupy the position of Al atoms and increases substitutional disorder in the system with

increasing Ga concentration. From the studies of dc magnetization and ac susceptibility,

we have shown that the low temperature magnetic state of FeAl2−xGaX is a spin glass. A
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paramagnetic to antiferromagnetic transition also occurs at intermediate temperatures

and electrical transport measurement showed that this antiferromagnetic transition ap-

pears concomitantly with a resistivity minimum originating from weak localization of

electrons. The weak localization origin of the resistivity minimum in FeAl2−xGax has

been further confirmed by the magnetoresistance measurements.
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6 Electronic Structure and Magnetic
Phase Diagram of Disordered

Au1−xCrx Alloys

6.1 Introduction

The exploration of phase diagrams of newly synthesized alloys as well as the

scrutiny of previously developed phase diagrams with more sophisticated experimental

techniques and improved theoretical modelings constitute a major part of materials re-

search. The magnetic phase diagram of disordered Au1−xCrx (0≤ x ≤ 0.3) alloy system

is investigated in this chapter using mean field analysis of the magnetic exchange in-

teraction parameters obtained from first-principles calculations to assess various exper-

imental findings. The magnetic properties of this system have been explored by various

methods like neutron diffraction, Mössbauer effect and magnetizations measurements

[61, 193–200]. Nakai et al. [61] constructed the magnetic phase diagram based on

these magnetic measurements and neutron diffraction studies, which illustrates that

the low temperature magnetic state is a spin glass for x < 0.1 and a long-range antifer-

romagnetically ordered phase appears for x > 0.15. In the intermediate range between

them, a mixed phase of spin glass and antiferromagnetic ordering occurs. Neutron

diffraction studies [61, 196–198, 200] reveal that the Cr magnetic moments in the

long-range antiferromagnetic state align ferromagnetically in one of the (100) planes,

but align antiferromagnetically along the [100] axis. However, studying the magnetic

susceptibility in the concentration region 0.13 ≤ x ≤ 0.18, Radha et al. [62] later

claimed that the cluster glass/spin glass behavior extends even up to the Cr concentra-
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tion x = 0.18. We have scrutinized these experimental reports using mean field analysis

of the magnetic exchange interaction parameters.

Figure 6.1: Depiction of FCC unit cell of space group Fm3̄m.

In disordered antiferromagnetic alloys with close-packed structures, noncollinear

spin ordering often occurs due to strong magnetic frustrations [63–68]. A computa-

tional package TB-LMTO-ASR [201, 202] has been recently developed in-house at our

center by combining TB-LMTO [82] with ASR [83, 104] to study such noncollinear

magnetic structures in disordered alloys. Disordered Au1−xCrx (0≤ x ≤ 0.3) alloys have

face centered cubic (FCC) structure [61, 203] as shown in Fig. 6.1 (space group num-

ber and symbols are 225 and Fm3̄m, respectively). The disorder here is substitutional

type meaning that Au and Cr atoms randomly occupy the lattice sites with probability

equal to their concentration in the system. FCC lattice is also a close-packed structure,

and therefore the possible occurrence of such noncollinear magnetic structures in these

alloys is also explored in this chapter using TB-LMTO-ASR.
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6.2: Spin configuration and electronic structure

6.2 Spin configuration and electronic structure

Experimental lattice parameter values are available only for a very few com-

position. Therefore, before proceeding to the calculations of electronic and magnetic

properties, lattice parameter values were determined from the minimization of the to-

tal energy of the system for different Cr concentrations. Total energy was calculated

for a series of lattice parameters to obtain the optimum value corresponding to the

lowest total energy of the system. These total energy calculations were performed self-

consistently using the generalized gradient approximation (GGA) [94] to the exchange-

correlation functional. TB-LMTO-CPA with the Madelung contribution based on the

screened Coulomb potential as proposed by Ruban and Skriver et al. [204, 205] was

used for the total energy calculations. The lattice parameter vs total energy calculations

were carried out for different compositions of Au1−xCrx in the range 0 ≤ x ≤ 0.3. Fig.

6.2(a) depicts an exemplary variation of total energy with lattice parameter for the Cr

concentration x = 0.3.

Fig. 6.2(b) shows the variation of lattice parameter with Cr concentration ob-

tained from the minimization of total energy. The errors in the obtained lattice param-

eter values were estimated as the minimum of lattice parameter difference for which

the total energy could be resolved within its error window. The lattice parameter values

of different Cr concentrations expected according to the Vegard’s law [206] are also

shown in Fig. 6.2(b). Cr has a smaller atomic radius than Au, therefore lattice param-

eter decreases with increasing Cr concentration. Although the lattice parameter values

obtained from the total energy minimizations agree well with the Vegard’s law within

the error window for Cr concentrations x < 0.1, the increasing deviation from Vegard’s

law with the increase in Cr concentration is evident from Fig. 6.2(b). The size mismatch

between the Au and Cr atoms leads to this increasing deviation of lattice parameter from

the Vegard’s law as Cr concentration increases. Nakai et al. [197] reported the experi-

142



6.2: Spin configuration and electronic structure

0.00 0.05 0.10 0.15 0.20 0.25 0.30
3.90

3.95

4.00

4.05

4.10

  Energy minimization
  Vegard's law
  Experimental data

 

 

La
tti

ce
 p

ar
am

et
er

 (Å
)

Cr concentration (x)

(b)

4.00 4.01 4.02 4.03 4.04 4.05

-3.30

-3.25

-3.20

-3.15

-3.10

 

 
E 

(m
R

yd
)

Lattice parameter (Å)

   (a)
x = 0.3

Figure 6.2: (a) Variation of energy ∆E for the Cr concentration x = 0.3 in disordered
Au1−xCrx with lattice parameter. E = ∆E − 27297.99, where E is the total energy in
Rydberg. (b) Variation of lattice parameter of disordered Au1−xCrx alloy, obtained from
total energy minimization and Vegard’s law, with Cr concentration. The dotted lines are
given as guide to the eye for a straight line. The triangles are the experimental data reported
by Nakai et al. [197].

mental values of lattice parameter for the Cr concentrations x = 0.184 and 0.235. The

obtained lattice parameter values from the total energy calculations agree excellently

with the experimental report of Nakai et al. [197] as can be seen from Fig. 6.2(b).

After obtaining the lattice parameters from the minimization of total energy,

the stability of various collinear and noncollinear spin configurations was explored us-

ing TB-LMTO-ASR [202]. Fig. 6.3 displays the choice of our magnetic primitive unit

cell on a FCC lattice. Pictorial representation of the various collinear and noncollinear

spin configurations, ferromagnetic (FM) and antiferromagnetic (AFM) 1Q, 2Q, and 3Q,

explored are shown in Fig. 6.4.

The basic methodology of TB-LMTO-ASR has been described in Sec. 2.2.3.2.

However, unlike the collinear case where we can define a global quantization axis,

for noncollinear spin configurations we have a local quantization axis characterized by

a unit vector eRi
(θRi

,φRi
) in the atomic sphere labeled by Ri with respect to a set of
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6.2: Spin configuration and electronic structure

Figure 6.3: Depiction of magnetic primitive unit cell on a FCC lattice

Figure 6.4: Ferromagnetic (FM) and antiferromagnetic (AFM) 1Q, 2Q, and 3Q spin con-
figurations on the magnetic primitive lattice of a FCC structure.

suitably chosen global axes. Here we have chosen the positive c-axis as the global axis

of quantization (z-axis). Two sites on the bottom x-y plane were labeled as R1, R2 and

those on the top x-y plane were labeled as R3, R4 (shown in Fig. 6.3). The spherical

angles for the different spin configurations are listed in Table 6.1.

Table 6.1: Coordinate details of the spins for FM and AFM 1Q, 2Q, and 3Q magnetic
structures. Angles θ and φ are given in units of π.

Spin configuration
R1 R2 R3 R4

θ φ θ φ θ Φ θ φ

FM 0 0 0 0 0 0 0 0
1Q 0 0 0 0 1 0 1 0
2Q 0.50 0.25 0.50 1.25 0.50 0.75 0.50 1.75
3Q 0.30 0.25 0.30 1.25 0.30 0.75 0.30 1.75
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As described in Sec. 2.2.3.2, the augmented space theorem gives the averaged

Green’s function as:

� GRiL,R jL
′(E)� = 〈RiL {;}|

�

E Ĩ− H̃
�−1 �

�R jL
′ {;}

�

(6.1)

where Ri label the lattice positions, L is the composite angular momentum index (l, m),

and H̃ ∈ Ψ = H ⊗ Φ in which H is the Hilbert space spanned by the TB-LMTO basis
�

|RiL〉
	

and Φ is spanned by all configurations of the system. |{;}〉 is that state in Φ

without any configuration fluctuations. The averaged projected and magnetic density

of states are respectively given by:

� nRiL(E)� = −
1
π

Im Trβ

§

〈RiL{;}| bG(E + i0)
�

�R jL
′{;}

�

ª

�mRiL(E)� = −
1
π

Im Trβ

§

S 〈RiL{;}| bG(E + i0)
�

�R jL
′{;}

�

ª

(6.2)

where S is the spin operator in the spinor space. The averaged Green’s functions were

calculated as continued fraction by the recursion method in the full augmented space.

The trace is over spinor space and in order to obtain a generalized noncollinear magne-

tization density the non-diagonal elements of the Green’s function in the spinor space

also need to be calculated [201]. At this point three recursions have to be carried out

with the local quantization axis rotated in the x, y or z direction by SU(2) rotation

matrices given by:

U=





eiφRi
/2cos

�

θRi
/2
�

e−iφRi
/2sin

�

θRi
/2
�

−eiφRi
/2sin

�

θRi
/2
�

e−iφRi
/2cos

�

θRi
/2
�





A local spin axis is now defined under rigid moment approximation within an atomic

sphere in which Sz is diagonal. The unitary SU(2) rotation operators Ux , Uy and Uz = I
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then diagonalize Sx , Sy , and Sz, respectively. Therefore,

� mµ

RiL
(E)� = −

1
π

Im Tr
§

SµU†
µ
Uµ 〈RiL{;}|G(E)

�

�R jL
′{;}

�

U†
µ
Uµ
ª

= −
1
π

Im Tr
§

S′
µ
〈RiL{;}|G′(E)

�

�R jL
′{;}

�

ª

(6.3)

and

� mµ

Ri
�=

∑

L

∫ EF

−∞
dE� mµ

RiL
(E)� (6.4)

Now, only the diagonal elements of 〈RiL{;}|G′(E)
�

�R jL
′{;}

�

need to be calculated as S′
µ

are diagonal in spinor space.

For the Cr concentrations x < 0.1, disordered Au1−xCrx alloys are spin glasses

at low temperatures in which both the directions of moments and position of the Cr

atoms are random. For Cr concentrations in between x = 0.10 and x = 0.15, the

system is in a mixed state of spin glass and antiferromagnetic phases. So, the Cr con-

centration range nearly up to x = 0.15 cannot be dealt with TB-LMTO-ASR. Therefore,

self-consistent electronic structure and total energy calculations were carried out for the

Table 6.2: Relative energy differences of the FM, AFM-2Q, and AFM-3Q spin configurations
from the AFM-1Q configuration and local magnetic moment µC r of Cr atom in disordered
Au1−xCrx alloys.

Cr Spin Relative difference in total µC r

concentration (x) configuration energy per atom (meV) (µB)
x = 0.30 AFM-1Q 0 3.16

AFM-2Q 39.6 3.15
AFM-3Q 53.7 3.15

FM 405.6 2.98
x = 0.25 AFM-1Q 0 3.22

AFM-2Q 41.3 3.22
AFM-3Q 55.4 3.22

FM 345.8 3.12
x = 0.20 AFM-1Q 0 3.28

AFM-2Q 41.3 3.29
AFM-3Q 56.2 3.29

FM 276.3 3.26
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collinear and noncollinear spin configurations shown in Fig. 6.4 in the Cr concentration

range 0.20 ≤ x ≤ 0.30. Relative energy differences of various spin configurations from

the AFM-1Q configuration and the local magnetic moment of Cr atom µC r are listed in

Table 6.2. As can be seen from the table, the AFM-1Q spin configuration has the lowest

energy in all the compositions and is consistent with the earlier experimental reports

from neutron diffraction studies [196, 197].
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Figure 6.5: The spin-projected density of states, projected on the Au and Cr atoms, for
AFM-1Q spin arrangement at the Cr concentration x = 0.25 in disordered Au1−xCrx .

Fig. 6.5 displays the calculated spin-projected densities of states (PDOS), pro-

jected on the Au and Cr atoms, of the lowest energy antiferromagnetic 1Q spin config-

uration for the Cr concentration x = 0.25. The density of states did not vary much with

the Cr concentration, and the Au atoms were found to carry negligible magnetic mo-

ments. The variation of µC r with Cr concentration is shown in Fig. 6.6. For comparison,

experimentally reported µC r values [62, 196, 198, 200] are also shown in the graph

which depicts a reasonable agreement between our calculated values and experimental

reports.
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Figure 6.6: Variation of Cr magnetic moment µC r with Cr concentration in disordered
Au1−xCrx alloy.

6.3 Magnetic exchange interaction parameters

The magnetic exchange interaction parameters were calculated using the method

of Lichtenstein [117, 118] as described in Sec. 2.2. The variation of nearest neighbor

Cr-Cr exchange interaction (JC r−C r(R0)) with Cr concentration is shown in Fig. 6.7(a).

Fig. 6.7(b) shows the variation of Cr-Cr exchange energy (JC r−C r) as a function of Cr-

Cr distance for different Cr concentrations. The Cr-Au and Au-Au exchange energies

were found to be negligible in comparison with the dominant Cr-Cr interaction energy.

JC r−C r(R0) was antiferromagnetic in all the compositions and showed a strong composi-

tional dependence; it increased with increasing Cr concentration. As can be seen from

Fig. 6.7(b), the exchange interaction is oscillatory in nature and behaves like a RKKY

interaction which is in accordance with the earlier experimental reports [61, 196, 197].

The disorder scattering leads to sharp decay of the exchange interactions with distance
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Figure 6.7: (a) Variation of nearest neighbor Cr-Cr magnetic exchange energy JC r−C r(R0)
as a function of Cr concentration in disordered Au1−xCrx alloy. The dotted line is a guide
for straight line. (b) Cr-Cr magnetic exchange energies JC r−C r (excluding JC r−C r(R0)) as
a function of distance R at different Cr concentrations in disordered Au1−xCrx alloy.

and asymmetry in oscillatory behavior. The oscillatory nature of JC r−C r is the source of

frustration in this system which leads to the possibility of a spin glass phase.

6.4 Magnetic phase diagram

Using the magnetic exchange interaction parameters obtained in the above

section, a mean field analysis was carried out to draw the magnetic phase diagram of

the system. As the Au atoms carry negligible magnetic moments, we neglected their

interactions. The starting point of the analysis was the Ising Hamiltonian described

below onto which the GPM model [114] maps the problem of magnetic ordering of an

alloy system:

H = −
1
2

∑

Ri

∑

R j

J
�

|Ri −R j|
�

SRi
SR j

(6.5)

where J
�

|Ri −R j|
�

is the magnetic exchange interaction between the moments situated

at the sites Ri and R j, SRi
takes the values ±1 according to whether the moment situated

at the site Ri is oriented along the global quantization direction or opposite to it.

As seen in the above section, the dominant magnetic exchange interaction in
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6.4: Magnetic phase diagram

Figure 6.8: The partitioning of FCC lattice for the description of AFM-1Q phase. Atoms in
different sublattices are shown in different colors.

the system is the nearest neighbor Cr-Cr interaction (JC r−C r(R0)) which is negative (i.e.,

JC r−C r(R0) < 0). Consequently the order parameter of the problem cannot be given as

σRi
= 〈SRi

〉, rather a staggered version of σRi
needs to be considered. The FCC lattice has

been divided into two interpenetrating sublattices L1 and L2 with sides a/
p

2, a/
p

2, and

a as illustrated in Fig. 6.8. These sublattices are arranged such that nearest neighbor of

a site in L1 belongs to L2 and vice versa. Eight of the nearest neighbors of the original

FCC lattice now sit on L1 and the other four on L2. Now, the staggered local occupation

variable bSRi
and the staggered exchange interaction bJ can be defined as:

bSRi
bSR j
= Ii jSRi

SR j
and bJ

�

|Ri −R j|
�

= Ii jJ
�

|Ri −R j|
�

(6.6)

where Ii j = ±1 according to whether Ri and R j are in same or different sublattices. Then

Eq. 6.5 can be rewritten as:

H = −
1
2

∑

Ri

∑

R j

bJ
�

|Ri −R j|
�

bSRi
bSR j

(6.7)
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The above Hamiltonian describes how the atomic spheres carrying Cr↑ and Cr↓ atoms

are arranged in the ground state. The free energy of the system within single-site mean

field approximation is given by [207]:

F =
1
2

∑

Ri

∑

R j

bJ
�

|Ri −R j|
�

bσRi
bσR j
− (1/β)

∑

Ri

ln cosh
�

βbhRi

�

(6.8)

where β = 1/kB T , bσRi
= 〈bSRi

〉 is the local magnetization and hRi
is the local random

staggered mean-field given by:

bhRi
=
∑

Ri

bJ
�

|Ri −R j|
�

bσRi
(6.9)

Minimization of the free energy expression of Eq. 6.8 with respect to the local order

parameter bσRi
gives its relationship with the local staggered mean field bhRi

:

bσRi
= tanh

�

βbhRi

�

(6.10)

Now, in a random alloy bhRi
at different sites are themselves random and we need to

calculate the probability distribution of these staggered Weiss fields Pr
�

bhRi

�

. For RKKY

interaction, the scaled moments eMn =
∑

R

�

bJ(R)/bJ(R0)
�n

decrease rapidly with n and

according to the arguments made by Mookerjee [207], and Mookerjee and Roy [208],

Pr
�

bhRi

�

are Gaussian given by the expression:

Pr(bhRi
) =

√

√

√
1

2πJ2
1

exp

�

−

�

bhRi
− J0

�2

(2J1)2

�

(6.11)

where

J0 = xm
∑

Ri

bJ(Ri) = mkB TN

J2
1 = xq

∑

Ri

�

bJ(Ri)
�2
= q(kB Tsg)

2 (6.12)
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6.4: Magnetic phase diagram

In Eq. 6.12, x is the concentration of magnetic atoms in the system which in the present

case is the Cr concentration in the system, m and q are the configuration averaged order

parameters of the system:

m =

∫

bσRi

�

bhRi

�

Pr
�

bhRi

�

dbhRi

q =

∫

�

bσRi

�

bhRi

�

�2

Pr
�

bhRi

�

dbhRi
(6.13)

Substituting Eq. 6.11 and Eq. 6.12 into Eq. 6.13 one can obtain:

m =

√

√ 1
2π

∫

dz exp
�

− z2/2
�

tanh
�

β(mTN + qTsgz)
�

q =

√

√ 1
2π

∫

dz exp
�

− z2/2
�

tanh2
�

β(mTN + qTsgz)
�

(6.14)

Different magnetic phases, e.g., long-range ordered ferromagnetic and antiferromag-

netic phases, spin glass, paramagnet can be identified from the probability density of

the mean field and phase boundaries can be obtained by expanding Eq. 6.14 for small

n and q [207]:

(i) m=0, q=0: In this case, the probability density is a delta function at the origin.

Then the local mean field vanishes everywhere and the net magnetization is zero.

This is characteristic of a paramagnetic arrangement. Such an arrangement is

stable for T > TN .

(ii) m=0, q 6= 0: Now the distribution of the local Weiss fields is a Gaussian centered

at the origin, but with a spread kB Tsg
p

q. In this case we have a net local mag-

netization, and the positive and negative moment sites are distributed randomly.

However, as the global averaged moment is zero, the number of positive moment

sites is equal to the number of negative moment sites. This means that the system

has a short-range magnetic order without any long-range ordering. This is char-
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6.4: Magnetic phase diagram

acteristic of the spin-glass phase. The paramagnetic–spin glass phase boundary is

given by kB T =
p

x
∑

Ri

�

bJ(Ri)
�2

with critical temperature Tsg =
p

x
∑

Ri(bJ(Ri))2
kB

.

(iii) m 6= 0, q 6= 0: In this case also the probability density is Gaussian with a spread

kB TN
p

q but now centered away from the origin. Therefore, again we have a net

local magnetization, and the positive and negative moment sites are distributed

randomly. However, since now the global averaged moment m 6= 0, there is an-

tiferromagnetic ordering. This is characteristic of a random antiferromagnetic

system. The paramagnetic–antiferromagnetic phase boundary is given by kB T =

x
∑

Ri
bJ(Ri) with critical temperature TN =

x
∑

Ri
bJ(Ri)

kB
.

Figure 6.9: Magnetic phase diagram of disordered Au1−xCrx alloy. ’PARA’ labels the para-
magnetic phase, ’RAF’ the antiferromagnetic phase, and ’SG’ the spin glass phases. Tsg and
TN are respectively the spin glass freezing and Néel temperatures.

At T = 0, the critical concentration that separates the spin glass state from the antifer-

romagnetic phase is given by
p

xJ0/J1 =
p

π/2. The magnetic phase diagram obtained

from the above arguments is shown in Fig. 6.9. The shaded region in the figure is the

cluster glass region which cannot be adequately described by a single-site mean-field

theory described as above.

The obtained magnetic phase diagram of Au1−xCrx (0 ≤ x ≤ 0.3) matches
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6.5: Conclusions

well with the experimental reports of Nakai et al. [61]. The concentration at which the

system goes from the spin glass state to the long-range ordered antiferromagnetic phase

also agrees well with their experimentally reported value. Although the qualitative

agreement of the calculated magnetic phase diagram with experimental report [61] is

good, we overestimated the transition temperatures here which is always the case for

mean field analysis and is a known drawback.

6.5 Conclusions

Magnetic properties of disordered Au1−xCrx (0 ≤ x ≤ 0.3) alloys have been

investigated in this chapter using first-principles density functional based theories and

mean field analysis, and then compared with experimental reports. The lattice param-

eters calculated from the minimizations of total energy agree well with the experimen-

tally reported values, however, they showed an increasing deviation from the Vegard’s

law as the Cr concentration increases in the system due to the size mismatch between

the Au and Cr atoms. Various collinear and noncollinear spin configurations have been

explored using TB-LMTO-ASR code to find the most stable configuration which showed

that the collinear antiferromagnetic spin configuration AFM-1Q is the most stable con-

figuration in the long-range ordered antiferromagnetic region and conforms with the ex-

perimental reports. The magnetic phase diagram has been constructed using mean field

analysis of the magnetic exchange interaction parameters which qualitatively agrees

well with the experimental reports.
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7 Conclusions and Future
Outlooks

The structural, magnetic and transport properties of magnetic alloys with sub-

stitutional type disordered, in which the constituent atoms randomly occupy a regular

lattice, have been investigated in this thesis using experimental and theoretical meth-

ods. Various aspects of disordered alloys like the effects of short-range ordering and

disorder-induced effects like weak localization have been explored.

In disordered Fe1−xAlx alloy system we have explored the evolution of disor-

dered content or the tendency of forming short-range ordered structure as a function

of Al concentration and the associated effects on the magnetic and transport properties.

These studies have established a very interesting behavior that disorder increases up to

x = 0.35 beyond which it decreases with increasing values of x . As lattice parameter of

this alloy system increases with disordering, this peculiar evolution of the disorder con-

tent in the samples results in a lattice parameter anomaly which has been a longstanding

puzzle for this system: lattice parameter increases linearly up to x ≈ 0.30 beyond which

it tends to deviate from linearity, sometimes even decreases and the reported values of

lattice parameter varies widely among various reports. This peculiar evolution of disor-

der with Al concentration also affects the magnetic properties of the system and gives

rise anomalous variation of Fe magnetic moment and paramagnetic to ferromagnetic

transition temperature. We have shown that with increasing Al concentration the low

temperature magnetic state evolves from a ferromagnetic phase at x = 0.25 to a spin

glass state at higher Al compositions around x = 0.45. The presence of short-range

ordering at x = 0.50 and 0.55 causes a low temperature mixed magnetic phase of fer-
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romagnetic and spin glass characters. The peculiar evolution of disorder content in the

sample we found as a function of Al concentration can be studied in a future work using

diffuse scattering and analysis of the pair distribution function (PDF). By calculating the

magnetic exchange interaction parameters from first-principles theories and performing

Monte-Carlo simulations we lent further support to the experimentally observed results.

To study the effects of short-range ordered structures on the magnetic properties of a

disordered system, we carried out Monte-Carlo simulations with SQS which is a superior

method of handling inhomogeneous disorder compared to other existing methods. Here

we have used this SQS based Monte-Carlo simulation only at the equiatomic composi-

tion, however the method can be extended to other non-stoichiometric compositions

in future works. The presence of short-range ordered structures and clusters and their

influence on the system properties are ubiquitous to disordered systems. The method

of SQS based Monte-Carlo simulations can be applied to study such systems.

We then explored the structural, magnetic and transport properties of FeAl2−xGax

alloy system. We have shown that with increasing Ga concentration, Ga atoms gradually

replace the Al atoms and substitutional disorder increases. Consequently, the temper-

ature Tm at which weak localization of electrons occurs also increases with increasing

Ga concentration. The most interesting phenomenon we found in this system is that

the antiferromagnetic transition occurs concomitantly with this disorder-induced weak

localization. The weak localization temperature Tm and the antiferromagnetic transi-

tion temperature TN follows each as the Ga concentration varies in the system. How-

ever, this concomitant nature of the disorder-induced weak localization and the anti-

ferromagnetic transition is not adequately explainable within existing theories of weak

localization and this issue should be taken up in future theoretical works. Also, we pos-

tulated that the magnetic interactions lie mostly in a plane and the antiferromagnetic

transition arises from weak interplaner interactions. This can be explored in a future

work via other measurements like neutron diffraction and NMR.
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In disordered Au1−xCrx alloy system we have investigated the possibility of a

noncollinear magnetic structure using DFT and have drawn the magnetic phase dia-

gram of the system through mean field analysis of the magnetic exchange interaction

parameters. The results obtained from these theoretical studies are in excellent agree-

ment with experimental reports. Many Mn-based intermetallic disordered alloys show

noncollinear magnetic arrangements where this study can be extended to supplement

the experimental observations in future works.

In summary, the joint theoretical and experimental studies performed in this

thesis has shed light on various aspects of magnetic alloys with the substitutional dis-

order and also found a novel phenomenon for disordered alloy system. The magnetic

phase diagrams of many disordered intermetallic alloys are not completely understood

where this type of joint experimental and theoretical studies can be performed to sup-

plement each other, and also would be beneficial for exploring new alloy system.
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